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PREFACE 
 

Digital twins are virtual representations of physical systems or processes that are used for modeling, 

simulation, and control. They enable a wide range of applications, from product design and optimization 

to predictive maintenance and smart cities. With the increasing availability of data and computational 

resources, digital twins are becoming more powerful and versatile, and are transforming many industries. 

A digital twin must accurately represent the physical object, system, or process it is modeling. This 

requires gathering data from sensors, machines, and other sources in real-time and integrating it into a 

cohesive digital model. They have to monitor and analyze real-time data to provide insights and predict 

future behavior. This requires advanced analytics and machine learning algorithms that can process large 

volumes of data and identify patterns and anomalies. Finally, a digital twin should be designed to be 

interoperable with other systems and platforms. This allows data to be shared and integrated with other 

systems and tools, enabling more efficient workflows and better decision-making. 

This Book of Abstracts collects the experiences and ideas gathered during the BUILD-IT workshop, 

which brought together researchers and practitioners working on digital twins for product design and 

manufacturing, product and process life cycles, health monitoring, predictive maintenance and fault 

diagnosis, product and process energy efficiency, urban planning and management, citizen-centered 

service design and optimization, connected and automated mobility, smart industries and infrastructure, 

communication network management, cultural heritage, healthcare and biomedicine, environment, 

biology, ecology, and ecosystems, fostering discussions on digital twin challenges and limitations.  
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This extended abstract discusses the mathematical aspects that underpin the concept (and the essence) of digital
twins as purpose-driven adaptive models (or virtual representations) and that are essential to their formalization
for applications to science and engineering including product design, development, maintenance, and operations.

Keywords: digital twins, systems design and development, systems maintenance, operations

1. Introduction

Digital twins are widely considered as enablers of groundbreaking changes in the development, operation,
and maintenance of novel generation of products. In this context, “a Digital Twin is a set of virtual information
constructs that mimics the structure, context, and behaviour of an individual/unique physical asset, is dynamically
updated with data from its physical twin throughout its lifecycle, and informs decisions that realize value” [1].

While there is a popular—frequently misleading—understanding of digital twins as the highest-fidelity virtual
representation of all aspects of the real system of interest, digital twins are rather purpose-driven virtual representa-
tions. Therefore, those digital counterparts of an individual real artifact are not unique but would assume different
forms depending on the purpose [2]. At the same time, all digital twins share a key property that distinguish them
from the parent family of digital models: digital twins are physics-based and adaptive in nature, and are conceived
to continuously learn from data. As such, digital twins are inevitably characterized by a mathematical soul to
combine data streams and physics-based representations in a principled and efficient way.

Methods are rooted at the intersection of scientific computing and machine learning, and span the world of
multi-fidelity and multi-source information fusion or calibration, data assimilation, surrogate and reduced order
modelling, uncertainty quantification, optimal data selection and acquisition. Major research open challenges relate
to the rapidity and the reliability of responses and predictions from the digital representations.

This extended abstract discusses the mathematical aspects that underpin the concept (and essence) of digital
twins as purpose-driven adaptive models (or virtual representations) and that are essential to their formalization
for applications to science and engineering including product design, development, maintenance, and operations.
Based on the definitions of digital twin proposed by international communities over the years, this work aims at
providing an overview of the mathematical formulations and computational methods associated to digital twinning.
Considerations will also be drawn upon the perspectives of a multidisciplinary and cross-domain forum to identify
the main challenges met to enable responsive, predictive and reliable digital twins, and the associated research
avenues.

2. Purpose-driven adaptive models

A digital twin is a virtual model of a system or process that progressively adapts and specializes by learning
from data from the real counterpart. The value introduced by the availability and adoption of digital twins relates
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to their usefulness—all models are wrong, some are useful [3]—in providing reliable and timely predictions to
inform decisions along the entire product life cycle. The time- and resource-efficiency requirements impose digital
twins of a given physical system or process not to be unique, but rather multifaceted and purpose-driven adaptive
models, because there is not such a twin that rules them all. The principle of model usefulness discards the
definition of digital twin as a “high-fidelity model of the system which can be used to emulate the actual system”
[4] in favour of a synthesis of “the best available models, sensor information, and input data to mirror and predict
activities/performance over the life of its corresponding physical twin” [5].

These features require digital twins to be endowed with fine mathematical souls tasked to formulate, compute
and update the virtual models as dynamic syntheses of physics formalizations and data streams to inform deci-
sions with reliable predictions. In particular, data assimilation methods are pivotal to the realization of models
that continuously morph by learning from data. Whether the assimilation is achieved via calibration or fusion ap-
proaches, computational methods for multisource information synthesis are essential to realize digital twins whose
data sources can be diverse – sensor measurements, signal acquisitions, experimental databases, (50-shades-of-
grey) models evaluations, physics based simulations. Among those, multifidelity methods also acknowledge that
multiple representations of given physical systems and processes are possible at different levels of accuracy and
costs, which offer tremendous opportunities to play across multiple levels of abstractions to maximize the useful-
ness with respect to the specific decision tasks to support [6].

The same usefulness rationale motivates the role of (non-intrusive) surrogate modelling for digital twins, and
the specific need of formulations that allow to learn models from a limited amount of observations (small data) and
somehow characterize the reliability of the estimated predictions. This requirement poses major limitations to the
straight-forward use of fashionable deep learning and purely data-driven methods—which are data intensive and
of questionable reliability—and demands for advanced approaches that could ideally embed physical constraints in
the learning process. Examples include formulations for data-driven operator inference [7], projection based model
reduction for physics-based machine learning [8], physics informed neural networks [9], and domain aware active
learning [10].

In addition, the development and adoption of digital twins for platforms and systems is often affected by the
challenges associated with the high-regret scenarios faced over the operational life, where badly informed decisions
can lead to catastrophic consequences. This demands mathematical methods to characterize the reliability of the
predictions provided by the digital twins in support of the decisional processes. On the one hand, computational
methods for uncertainty quantification, characterization and propagation [11] are essential to approach these open
questions and equip the predictions with forms of reliability measures or robustness bounds [12]. On the other
hand, research efforts demonstrated the importance of the quality of source data over their quantity [13] to improve
reliability and robustness of the predictions, which motivates the recommendation to pay larger attention to the
field of optimal sensor placement, and optimal data selection and acquisition for purpose-driven digital twins [14].

As the digital twins ideally evolve (or degrade) together with the real/physical system along its life cycle,
any mandate to represent the as-built system is intrinsically relaxed. Moreover, whether or not a digital twin
could exist prior to (without) the corresponding physical twin is still open debate. Indeed, the twins are ideally
continuously informed and enabled through the digital thread that links all the stages of a system life [15] with
forward and backward feeds: limiting their existence to specific phases would introduce ontological and taxonomic
inconsistencies.

3. System design, development, maintenance, and operations

This section briefly outlines how the digital twins have been/can be used to support decisions at design, manu-
facturing, operational, maintenance stages, even when the physical system does not yet exist.

Digital twins for systems design and development. Digital twins are used in system design and development to
simulate, test, and refine/optimize new products or processes [16]. Digital twins are used to explore design spaces
and advance the development of products. In this phase the digital twin lacks its physical counterpart, nevertheless
it shall include all the relevant feature of its physical twin once the latter will be brought to life. The purpose of the
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digital twin could be to predict the product performance once in operation (design for performance) or to assess its
manufacturability and prediction costs (design for manufacturability). Depending on the application, these can be
achieved by a product digital shadow (focusing on the mathematical modeling of the relevant physical attributes)
or digital replica (an automatic projection of the system construction), respectively [17].

Digital twins for systems maintenance. Maintenance practices benefit from digital twinning by using virtual
representations of physical assets and systems, which integrate real-time data from sensors into the relevant math-
ematical models. By providing real-time, data-driven models of asset state and performance, digital twins enable
predictive [18] and prescriptive maintenance [19], preventing downtime and reducing maintenance costs. Digital
twins may be used to optimize maintenance schedules, troubleshoot issues, and develop more efficient maintenance
procedures. Digital twins can be used to explore different maintenance scenarios with the aim of finding the most
effective solutions before application in the physical world.

Digital twins for operations. In the context of optimizing operations, digital twins can play an essential role by
providing insights into how assets and systems are operating in real-time, allowing for proactive decision making
[20]. The latter can be extended to model-predictive control by incorporating system state forecasts provided by
digital twins [21]. Moreover, digital twins enable virtual testing in different operating scenarios, reducing the need
for physical testing, the risk of damaging the physical asset, and the testing overall cost. Environment digital twins
are a research frontier for a fully integrated digital twin including the asset and the environment of operations [22].
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REDUCED ORDER MODELLING FOR DIGITAL TWIN
Gianluigi Rozza
SISSA, Trieste, Italy
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An increasing number of disruptive innovations with high economic and social impact are characterizing the
digitalization processes occurring in the last years. Despite the benefits of these developments, their speed and
extent are limited by the available simulation technologies to handle complex models. The key idea of Digital
Twin (DT) lies exactly in the creation of a digital counterpart of the physical asset able to replicate its behaviour.
The necessity of a continuous and fast interaction between the physical and digital environments through back-
ground simulations has led to the introduction of Reduced Order Modeling (ROM) as crucial technology to
simplify this simulation phase. ROM can indeed increase the speed of model execution while maintaining good
level of accuracy and reducing the system degrees of freedom. In this way, DT can be applied to new complex
fields, providing also more accurate information on the real counterpart thanks to the presence of ROM tech-
niques.

Keywords: model order reduction, digital twin, fluid dynamics

1. Introduction

Digital twin (DT) [1, 2, 3] is one of the emerging technologies of Industry 4.0, aiming at the creation of
smart products, processes, factories, and facilities. The primary concept behind Digital Twin involves developing
a collection of interconnected models that can replicate the behavior of a physical asset. These models aim at
offering dependable and swift estimations of all the relevant variables throughout the asset’s entire operational
lifespan, and make them accessible to users through a suitable interface [4]. The possibility of integrating a real
asset with a virtual one leads thus to the creation of a Digital Twin able to interact with its physical counterpart
by only receiving data from it or by a bidirectional exchange of data. The application of DT to some problems
related to structural mechanics and fluid dynamics proposes new challenges. The request of accurate predictions
of physical phenomena is essential for DT to get consistent results. However, these results can be obtained through
high computational and time expensive simulations, leading to the infeasibility of simulating complex phenomena
in real-time. A methodology to overcome this difficulty is represented by Reduced Order Modelling (ROM), which
trades speed with a modest loss of accuracy [5]. The main benefit of ROMs comes from the presence of the
offline-online paradigm. Firstly, in the offline phase the high fidelity simulations are performed for some given
combinations of input parameters and the dominant dynamics are extracted to create the ROM. Based on the model
constructed, in the online phase the evaluation of the magnitudes of interest simplifies in a linear superimposition
of the modes multiplied by proper weights.

The benefits of the integration of ROMs and Digital Twin is thus twofold. On one side, ROMs enable to
obtain more accurate information about the real counterpart, requiring low computational resources and real time
simulations. On the other hand, ROMs can help in improving the quality of the products during the development
phase by performing processes which are based on multi-query, e.g. optimization, uncertainty quantification, and
controls. In this way, the coupling of DT with ROMs leads to a methodology deployable in many engineering
contexts for several applications. Figures 1 and 1 provide some useful example of test cases. Figure 1 represents an
example of a model used for a process of structural optimization, while in Fig. 2 the corresponding displacement
field for a given loading condition is described.
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Figure 1: Example of a structural model in the naval engineering field. On the top the entire hull, while on the
bottom a sectional view.

Figure 2: A modern cruise ship example of displacement field for the hogging loading condition.
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Industrial robots are systems used for manufacturing. Industrial robots allow for accomplishing automated tasks
with high endurance, speed, and precision. However, industrial robots are typically enclosed within fences
to guarantee human safety. A new generation of collaborative robots (cobots) is designed to collaborate with
humans in an open workspace. Significant advances have regarded critical functional requirements and mecha-
nisms for safety, collaboration variants and standardisations. As a result, cobots have become robust and suitable
to be progressively introduced in manufacturing applications. Cobots are attractive for large, small and medium
enterprises. Their capability to work alongside humans removes the requirement to confine them within a fenced
space and makes them flexible manufacturing tools. In order to unlock the potential of cobots and speed up the
exploitation of collaborative robotics in flexible manufacturing environments, research is needed to continue em-
powering cobots with ergonomic features, real-time sensing capabilities and controls, human-robot interfaces,
and intuitive and task-driven programming. This work describes a framework being developed to facilitate the
employment of human-robot collaboration in industrial assembly applications. Such a framework is enabled by
a digital twin of the system.

Keywords: cobots, robots, smart industry, digital twin

1. Introduction

The technological development can be partially reflected by the scope and level of mechanisation and automa-
tion in replacing humans for operations, and decision-making supports [1]. Robots have been widely applied to
relieve humans from tedious, repetitive, and risky tasks. However, for most applications, robots are still not ad-
vanced enough, and human assistance is needed to tackle the changes in tasks and environmental factors. Humans
have advantages over machines regarding intuitive decisions, responsiveness, agility, and adaptability. Therefore,
a new generation of collaborative robots (cobots) has been developed to enable humans to work with robots. Typ-
ically cobots are industrial robots outfitted with several sensors. Cobots are meant to put humans at the centre
of a manufacturing task and free workers from various tasks without difficulty, danger, or dullness. Humans do
not disappear from production; Cobots work alongside operators rather than replacing them. Whereas traditional
industrial robots have found significant application in large factories due to the required space and investments,
cobots are potentially attractive for large and small and medium enterprises. Therefore the cobot sector is expected
to proliferate in the upcoming years [2]. Humanity is witnessing technological and economic changes related to
integrating innovations such as artificial intelligence (AI), blockchain, the Internet of Things, cryptocurrencies,
automation tools, etc. Whereas the main problem of the fourth industrial revolution (Industry 4.0) is about adding
autonomous behaviours to machines, the fifth industrial revolution (Industry 5.0) assumes synergy between people
and autonomous machines. The fifth industrial revolution has been defined as the revolution that will return work-
ers to production plants, combining human intelligence and creativity with the capabilities of machines to increase
the efficiency of processes [3]. The current vision is that the autonomous workforce will be receptive and informed
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of human intentions and desires, resulting in an exceptionally efficient value-added production process, flourishing
reliable autonomy, and reducing waste and production costs. Assembly tasks that require human intervention are
widespread in industrial manufacturing. A typical future scenario could consist of a person working alongside
one or more cobots on assembling a specific industrial product made of several parts. The human worker may
start the task with the robotic system monitoring the process using one or multiple overhead cameras operating
as system eyes. The human-robot system is also managed by a data acquisition and control unit that captures the
camera frames, performs image processing, and examines patterns through machine learning algorithms. Such a
system may simultaneously monitor the person and the environment and infers what assembly phase the operator
is performing at any time, using an analysis of human intentions based on artificial intelligence. Besides traditional
RGB vision and stereo cameras, functional near-infrared spectroscopy (FNIRS) [4] may also suitably monitor hu-
man intentions. While forecasting human intention with sufficient accuracy, the cobots could help the human actor
complete the assembly task, increasing efficiency. The worker could perceive that as similar to how another person
standing next to him/her may help and give clues. For example, once the system predicts that the human operator
will use a specific component in the next step of the assembly task, it commands the cobot to take that part in
advance and deliver it to a convenient position for the operator. The current research challenge consists in making
the afore-described vision a reality and creating non-invasive work companions so that human workers can focus
on their tasks, feeling helped out safely. This paper introduces the authors’ ongoing work to establish a flexible
and future-proof framework for human-robot collaboration in industrial assembly applications. Crucially, such a
framework builds on top of a digital representation of a real-world system, and this foundation will enable the
implementation of multiple Industry 5.0 paradigms.

2. Framework components

The cobot-assisted system for industrial assembly tasks is being developed according to the framework shown
in Figure 1. A computer runs a bespoke modular software package comprising the module for real-time commu-
nication and control of the cobot, the module for controlling the robotic gripper, the sensor data processing, the
artificial intelligence algorithms and the graphical user interface (GUI).

The GUI is also composed of multiple modules. A page is designed for the user to input all system settings
(e.g. the parameters to connect to the cobot and the gripper, the preferred speed and acceleration of the robotic
movements, the gripping power and the safe robot distances for approach and retraction movements). Another GUI
module is dedicated to defining the initial composition of the stock of components (part identification numbers
and quantities). The most extensive GUI module is the digital 3D environment developed to support the offline
simulations of the real-world system and function as a digital twin when connected to the system. Such a digital
environment may enable an Extended Reality (XR) modality in human-robot interaction. The digital environment
is initially populated with the components the user defines on the component stock page, but the stock is updated

Figure 1: Proposed framework for industrial human-robot collaboration.
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Figure 2: MECCANO toy kit (a), digital setup (b) and real-world setup (c).

during the execution of an assembly task to reflect the actual status of the real-world stock. Finally, the GUI
comprises a multimodal approach to selecting the component the cobot needs to pick from the stock. The user
can manually request a single component type by selecting its name or serial number and a specific number of
units (via drop-down lists) or clicking on the component picture reproduced within the GUI. A user wishing to
perform a manual selection can also trigger the robotic system to pick all the components required to complete a
specific phase of the assembly task. Indeed, the assembly phases can be specified on the GUI setting page. Moving
from manual selection towards more advanced triggering of the robotic system, the GUI will incorporate bespoke
features to set up speech control, touch control, vision sensors, AI algorithms and XR interaction features. In turn,
these features can be used to enable triggering the system through the worker’s voice (him/her asking the system to
pick a specific component), through the worker tapping the cobot wrist and through the autonomous inference of
the worker’s actions operated via the vision data, the AI algorithms and the XR interface.

3. The current state of the ongoing development

The system framework described above is a vision for which this paper’s authors are working. Although most
of the multimodal control features are still not developed, the underpinning digital simulation module, digital
twin environment, and the communication links between the computer and the actual hardware have already been
established and tested. The chosen application test case is based on a MEC-CANO toy kit. The kit contains all
components required to assemble a toy model of a motorbike (see Fig. 2a). It is composed of 49 components with
different shapes and sizes. Similarly to what happens in an industrial scenario, the subjects interact with tools such
as a screwdriver and a wrench, as well as with tiny objects such as screws and bolts while executing a task involving
sequential actions (e.g., take the wrench, tighten the bolt, put down wrench). Even though this scenario simplifies
what can be found in real-world industrial settings, it is reasonably complex. Moreover, this is the same toy kit
used by the authors of [5], where a benchmark to study human behaviour in an industrial-like scenario is proposed.
Furthermore, the datasets generated in [5] are publicly available and may be used in the upcoming phases of this
ongoing work. The robotic system used here is based on a KUKA iiwa 7 R800 collaborative robot and an in-house
developed robotic gripper (consisting of a LEGO NXT Mindstorms controller, motors and gears [6] and 3D-printed
body parts). Figure 2b-c shows the digital and real-world representation of the setup.
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In recent years, the employment of digital twins to support the study of biological phenomena has widely dif-
fused. In this context, digital twins able to reproduce complex phenomena such as organogenesis or tumorigenesis,
possibly involve a large number of parameters, which may be also not directly measurable in vivo/vitro, and thus
require a careful calibration. In this perspective, the global sensitivity analysis offers useful instruments to either
identify regions in the space of parameters that result in reasonable scenarios, and to understand how the parameters
affect the variability of the outputs of the model.

In the present work, we focus on the hybrid model proposed in [1] to reproduce Cancer-on-chip experiments
where tumor cells, treated with chemotherapy drug, secrete chemical signals stimulating the response of immune
cells. Specifically, the model consists of a coupled PDE-ODE system where cells are described as point particles
while the chemical is characterized by the spatial distribution of their concentration. To investigate this digital twin,
a global sensitivity analysis is performed by considering a series of target outputs, properly defined to characterize
both the spatial distribution and the dynamics of immune cells. Among all the model parameters, we analyze the
role of 13 parameters by performing a first screening using the method of Morris [2, 3], since each numerical sim-
ulations is a bit computationally expensive. This analysis confirms that (i) the selected target outputs are actually
able to capture both typical and anomalous behaviors of the system; (ii) the considered ranges of parameters result
in feasible scenarios (as the one shown in Fig. 1, left panel); (iii) the variability of both cell spatial distribution and
their dynamics are mainly affected by 6 parameters (as shown in Fig. 1, right panel). These parameters include all
the parameters characterizing the evolution of the chemical signal secreted by the tumor cells, i.e., the diffusion
coefficient, the growth rate and the consumption rate; and some of the parameters regulating cell dynamics, i.e., the
coefficient of the chemotactic effect, the damping coefficient and the drift velocity.

This is a first step in the investigation of this digital twin that suggests to continue our analysis by focusing on
these 6 parameters only and applying more expensive methods able to quantify how much they affect the variance
of the target outputs of our interest. In this perspective, we opt for the variance-decomposition based method of
Sobol [4, 5] as it is able to quantify the effect of variations in the value of a parameter either one-by-one (main
effect) or in combination with other parameters (total effect).
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Figure 1: Left panel: Simulated dynamics of immune cells (green circles) in the chip environment with tumor cells
(red circles). Right panel: Representative results showing how the parameters affect the velocity of immune cells.
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In the last years, the concept of digital twins is attracting the interests of different research fields. In particular
human digital twins represent a promising tool to build customizable models of organs, and a way to simulate
biological phenomena in order to predict outcomes, avoiding unnecessary surgery and reducing the costs of
laboratory experiments. In this talk recent results on mathematical models inspired by Organ-on-chip experi-
ments will be presented. The focus will be on a hybrid differential model for cell migrations due to mechanical
and chemical interaction. Starting from the microscopic scale, numerical simulations of the derived kinetic and
macroscopic models will be presented.

Keywords: mathematical biology, cell migration, differential models, human digital twins

1. Outline

Human digital twins represent an increasingly promising strategy to provide methods of analyzing healthcare
practices. The complexity of human organisms and the difficult biological mechanism of systems within the human
body are still challenging aspects of the building process.

In this talk we focus on a general class of hybrid mathematical models designed for collective motions of cells
due to chemical stimuli, describing the behavior of immune cells and the concentration of chemicals in Cancer-on-
chip environment [1]. In this context, cells are modeled as discrete entities and their dynamics is given by ODEs,
while the chemical signal influencing the motion is considered as a continuous signal which solves a diffusive
equation. The generical structure of the hybrid approach envisaged can be summarized as follows: consider on
R2dN ∋ ((xi(t))i=1,...,N , (vi(t))i=1,...,N ) := (X(t), V (t)) the following vector field{

ẋi(t) = vi
v̇i(t) = Fi(t,X(t), V (t))

i = 1, . . . , N, (1)

where

Fi(t,X, V ) =

N∑
j=1

γ(vi − vj , xi − xj) + η∇xφ
t(xi) (2)

Here xi, vi are the position and velocity of the i-th cell, function γ models the mechanical interactions among cells
and φ stands for a generic chemical signal produced by the cells themselves and such that the cells are attracted
towards the direction where ∇xφ is growing. In particular, φ satisfies the equation

∂sφ
s(x) = D∆xφ− κφ+ f(x,X(s)), s ∈ [0, t], (3)

for some κ,D, η ≥ 0 and function f of the form

f(x,X) =
1

N

N∑
j=1

χ(x− xi), χ ∈ C1
c . (4)

14



Numerical and analytical results on hybrid models in a two-dimensional domain (d = 2) can be found in [2],
whereas application to Cancer-on-chip experiments in [3].

The final goal of building digital twins is to predict the behaviour of real organs, hence on the scale of billions
of cells, using the data from the Organ-on-chip experiments. To this end, it is crucial to design a macroscopic
model, which allows to overcome the computation complexity of a microscopic approach, keeping the microscopic
experimental information.

From the analytical point of view, a pressureless nonlocal Euler-type system has been derived for the class
of model (1)-(2), and a rigorous equivalence between kinetic and macroscopic scale has been proved assuming
monokinetic initial data [4]. Denoting with µ the macroscopic density, and u the velocity field, the system reads:

∂tµ
t +∇(utµt) = 0

∂t(µ
tut) +∇(µt(ut)⊗2) = µt

∫
γ(· − y, ut(·)− ut(y))µt(y)dy + ηµt∇ψt − αµtut

∂sψ
s = D∆ψ − κψ + χ ∗ µs, s ∈ [0, t],

Concerning generic and more realistic initial configurations, a numerical study has been performed [5], as
a first step in the study of the model at different scale. Two main aspects will be debated: the difference with
respect to Euler system of equation accounting for pressure, and the role of the non-local integral term. Numerical
simulations, investigating the role of key parameters of the model in different scenarios, will be shown. In particular,
a comparison between microscopic, kinetic and macroscopic scale will be highlighted.

This talk is based on joint works and ongoing collaborations in particular with Gabriella Bretti, Roberto Natalini
(IAC-CNR) and Thierry Paul (CNRS-Sorbonne Universitè) .
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Vision loss in many glaucoma patients continues despite successful treatment aimed at lowering intraocular
pressure. The reasons why this happens remain elusive. Here, we show that mathematical modeling and ma-
chine learning can help identify subgroups of glaucoma patients whose disease process entails different relative
contributions of risk factors, particularly intraocular pressure and blood pressure. This work may enable the
development of novel precision medical approaches for glaucoma care.

Keywords: physiology-informed machine learning, glaucoma, mathematical modeling, patient-specific, preci-
sion medicine

1. Purpose

Vision loss in many open-angle glaucoma (OAG) patients continues despite successful treatment lowering in-
traocular pressure (IOP). The reasons remain elusive. Here, we show that mathematical modeling and machine
learning (ML) can help identify subgroups of OAG patients whose disease process entails different relative contri-
butions of IOP and blood pressure (BP).

2. Methods

115 OAG patients were assessed every 6 months over a 7-year period for IOP, systolic and diastolic blood
pressures (SBP, DBP), heart rate (HR), structural and hemodynamic evaluations via ocular coherence tomography
(OCT), Heidelberg Retinal Tomography (HRT), Heidelberg Retinal Flowmetry (HRF), and Color Doppler Imaging
(CDI). Fuzzy c-means (FCM) clustering was applied to the dataset comprising: (i) IOP, SBP, DBP, HR measured
at the first visit for each patient in the IGPS study; and (ii) patient-specific estimates of vascular pressures and
resistances, mechanical stresses and strains, obtained via validated mathematical models [1, 2]. FCM is part of ML
and the mathematical models are based on physiology, leading to physiology-informed ML. Follow-up visits and
data from OCT, HRT, HRF and CDI were not used for clustering.
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3. Results

While the data for IOP and mean arterial pressure (MAP) for the first visit of each IGPS patient do not exhibit
any particular pattern, the physiology-informed ML method revealed distinct clusters, which are associated with
different clinical outcomes after 4 years (p values obtained with the 2-sample paired Wilcoxon signed rank test for
medians). Clusters show minimal glaucoma progression, marked structural progression accompanied by significant
hemodynamic changes and/or significant changes only in HRT and HRF markers, but not in OCT and CDI.

4. Conclusions

This study suggests that the proposed physiology-informed ML approach can identify and quantify the relative
contributions of IOP and BP on the OAG risk for patient subgroups. Thus, this approach may enable precision
medical approaches of IOP and BP management in OAG.
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This contribution outlines current research aimed at developing models for personalized type 2 diabetes mellitus
(T2D) prevention in the framework of the European project PRAESIIDIUM (Physics Informed Machine Learn-
ing-Based Prediction and Reversion of Impaired Fasting Glucose Management) aimed at building a digital twin
for preventing T2D in patients at risk. Specifically, the modelling approaches include both a multiscale, hybrid
computational model of the human metaflammatory (metabolic and inflammatory) status, and data-driven mod-
els of the risk of developing T2D able to generate personalized recommendations for mitigating the individual
risk. The prediction algorithm will draw on a rich set of information for training, derived from prior clinical data,
the individual’s family history, and prospective clinical trials including clinical variables, wearable sensors, and
a tracking mobile app (for diet, physical activity, and lifestyle). The models developed within the project will be
the basis for building a platform for healthcare professionals and patients to estimate and monitor the individual
risk of T2D in real time, thus potentially supporting personalized prevention and patient engagement.

Keywords: counterfactuals, multiscale models, physics-informed machine learning, prediabetes, type 2 diabetes

1. Introduction

Diabetes is a chronic disease affecting about 10.5% of the global population and characterized by abnormally
increased blood glucose level and associated with complications such as cardiovascular and neurological diseases.
Type-2 diabetes (T2D) is characterised by insulin resistance (i.e., the insulin hormone cannot effectively regulate
the blood glucose levels) and/or a failure in compensatory mechanisms for insulin secretion (i.e., the body does not
correctly use the insulin produced) [1]. Prediabetes is an early-stage condition in the “healthy-to-T2D transition”
but, unlike T2D, it can be reversed, for example by lifestyle modification. However, despite high-quality prevention
guidelines, prevention of T2D remains a global challenge. Developing prevention strategies to reduce the risk of
T2D is of paramount importance to limit the burden of disease. Individualized recommendations can be more
effective than ‘one size fits all’ approaches in supporting patient motivation and behaviour change.

To support personalized prevention in patients at risk of T2D, data-driven approaches using digital twin tech-
nology can be helpful to support patient awareness and engagement. For example, digital twins can be used to
monitor the individual risk in real time, thus helping the patient understand how the risk decreases as a function of
preventive strategies (e.g., diet, physical activity, improved lifestyle, medications). Recently, the European project
PRAESIIDIUM1 (Physics Informed Machine Learning-Based Prediction and Reversion of Impaired Fasting Glu-

1https://praesiidium.spindoxlabs.com/
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cose Management), including 11 participants from seven countries, was launched with the objective to develop an
AI-based tool coupled with multi-scale, multi-organ integrated mathematical equations for the real-time prediction
of the prediabetes risk of an individual and the identification of personalized recommendations to reduce and mon-
itor the individual risk in real time. Within the framework of PRAESIIDIUM, we have developed a combination of
methods, including multiscale modelling and data-driven modelling, as a basis for a digital twin able to characterize
the individual risk of developing T2D and identify personalized countermeasures to reduce the risk.

2. Multiscale modelling: Mission-T2D (MT2D)

MT2D is a computational model of the human metabolic and inflammatory status that is determined by the
individual dietary and activity habits2. MT2D embraces, to a certain degree of sophistication, different levels of
description from the molecular/cellular to organs and the whole-body and is based on the sub-jects-specific features
to achieve greater generalization and user-customization.

It includes a model for the food intake, stomach emptying and gut absorption of a mixed meal [2] (with the
three macronutrients proteins, carbohydrates, fats), a component to account for the effects of physical activity on the
hormones’ regulation [3], a description of the secretion of Interleukine-6 both by the skeletal muscle during physical
activity [4] and by the adipose tissue in resting conditions [5], giving evidence of its dual nature as an adipokine
(i.e., adipose tissue-derived cytokine) and as a myokine (i.e., muscle-derived cytokine), and a characterization of
energy intake-expenditure balance leading to gaining/losing weight and finally the detailing of the immunological
scenario of the subject [6]. All these components are merged into a single, integrated simulation tool with the aim
to provide and explore the systemic picture of the metaflammatory status of an individual, that can be potentially
exploited proactively to prevent the onset of T2D.

3. Data-driven modelling: Counterfactual explanations and multi-input multi-
output dynamic models

Counterfactual explanations (CE) are a local eXplainable AI technique and are defined as the set of minimal
changes that, applied to the input features related to a specific instance, can change its predicted class. We developed
a new method for generating CE using a Support Vector Data Description classifier to define personalized recom-
mendations to reduce the risk of T2D [7, 8, 9]. Using routinely collected biomarkers extracted from a balanced
dataset of Electronic Medical Records (EMRs, derived from the Canadian Primary Care Sentinel Surveillance Net-
work, CPCSSN3) of 5582 patients at low/high risk of developing T2D, we determined low-T2D-risk regions with
varying specificity, and we assessed the related CE using quantitative performance metrics (e.g., availability, valid-
ity, actionability) and a qualitative survey administered to expert clinicians. The minimum viable changes implied
a significant modification of fasting blood sugar, systolic blood pressure, triglycerides, and high-density lipoprotein
to lower the risk of T2D, particularly in hypertensive patients. The surveyed experts were overall satisfied with the
proposed method and provided suggestions for building more meaningful recommendations. Future research will
focus on a larger set of input features (e.g., medications) and on the extension to multi-class problems [9] (e.g., to
model the risk of multiple conditions, or health-prediabetes-T2D transitions).

In addition to CE, dynamic models were developed to investigate the long-term trajectories of biomarkers in
patients at high/low risk of developing T2D and assess the individual risk several years before the onset. We have
developed a multi-input multi-output approach based on a Multivariate Gaussian Process Model with an autore-
gressive structure [10]. Using routinely collected data (biomarkers, comorbidities, and medications) extracted from
CPCCSN3 EMRs from three or more consecutive years from 667 T2D patients (before diagnosis) and from 25094
no-T2D patients, we observed that the slow dynamics of biomarkers (e.g., blood pressure, body mass index, lipids,
fasting blood sugar) were able to model accurately the long-term evolution in real patients and were consistent with
the literature. Future research includes developments of more specific models (e.g., for male/females, for patients

2https://kraken.iac.rm.cnr.it/T2DM/
3http://cpcssn.ca
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with/without comorbidities or risk factors), validation on large real-world datasets, and individualized modelling
of the short- and long-term effects of physical activity on T2D risk [11].

4. Conclusions

The combination of multiscale and data-driven models, backed by data from real-world retrospective databases
and data from ad hoc, prospective clinical trials in the project PRAESIIDIUM can help in building personalized
algorithms for estimating, monitoring, and reducing the individual risk of developing T2D. The proposed modelling
approach can be the basis for building a digital twin for T2D prevention that can support individuals in gaining
awareness of the factors influencing the risk, thus potentially engaging patients in safeguarding their own health.
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In this study, we address the challenge of controlling tumor growth by leveraging a low-dimensional model
based on the Chemical Reaction Network (CRN) formalism. Designed to function in both deterministic and
stochastic frameworks, our findings demonstrate that the deterministic approach adequately characterizes the
system behavior in presence of high number of tumor cells, particularly for the purpose of control planning. In
this context, we propose different control strategies involving constant or variable treatment plans, exploiting
complete or partial knowledge of the system state, and providing asymptotical guarantees of tumour eradication.
However, after the tumour mass has been consistently reduced (namely when the number of tumor cells becomes
relatively low), random fluctuations are not negligible any more, implying that a stochastic formalization can
be more accurate. We preliminarily show by numerical simulations that, due to the properties of the underlying
Continuous-Time Markov Process, finite-time tumour eradication can be obtained in the stochastic framework
with statistical guarantees.

Keywords: tumour growth and treatment, control theory, qualitative behavior analysis, numerical simulation,
stochastic control

1. Introduction

Model-based control has gained increasing interest in recent decades due to its ability to design sophisticated
feedback regulations that consider the inherent dynamics of the system under investigation. In biomedical applica-
tions, minimal models are often utilized as they capture the basic relationships among variables without explicitly
detailing all the physical or molecular mechanisms. These models can be easily identified through standard pertur-
bation experiments and enable the synthesis of affordable and readily implementable control laws. Starting from the
seminal work by Hahnfeldt et al. [1], proposing a low-dimensional minimally parametrized Ordinary Differential
Equation (ODE) model for vascular tumor growth, several theoretical and experimental advancements have been
made, including model extensions [2, 3] and investigations into closed-loop and open-loop anti-angiogenic drug-
ging combined with chemotherapy treatments [4, 5, 6, 7, 8, 9, 10], both in the deterministic and in the stochastic
setting [11, 12].

More recently, tumor growth models based on the Chemical Reaction Network (CRN) formalism have been
proposed [13, 14, 15]. As described in [16], the chemical players considered by this formulation are the growing
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cancer cells X1, the necrotic cancer cells X2, and the drug molecules X3, subject to the following set of reactions:

R1 − proliferation : X1 → 2X1,
R2 − necrosis : X1 → X2,
R3 − dead cell washout : X2 → ∅,
R4 − drug clearance : X3 → ∅,
R5 − drug action : X1 +X3 → X2,
R6 − drug administration : ∅ → X3.

(1)

The advantage of this approach lies in its ability to model CRNs in a stochastic framework exploiting Continuous-
Time Markov Chains (CTMCs) or, alternatively, in a mean-field ODE model approximating its average dynamics
[17], which is more manageable from a computational viewpoint and can be effectively utilized when the copy
number of chemical players is high. The contribution [18] builds upon the qualitative analysis presented in [16]
for the ODE model associated with the CRN and further investigates deterministic feedback control laws, with
possibly partial information, highlighting their advantages compared to constant administration therapies.

With respect to [18], which is devoted to deterministic control, in this study we perform a preliminary simulative
investigation of the potential of feedback in a stochastic sense, i.e. by using stochastic models. To this end, we
build a stochastic differential equation (SDE) version of model [13], exploiting the formalism of the Chemical
Langevin Equation [19]. This approach has the computational advantage of accounting for the stochastic nature
of the phenomenon at hand (in an approximate sense) while preserving the low dimensionality of the ODE model.
Since all the states of the CRN reaction graph (Figure 1, left panel) with X1 = 0 are absorbing states, we are able
to obtain a statistics of the eradication time over 1, 000 random paths (Figure 1, right panel), showing the potential
of this approach for future investigations.

Figure 1: Left panel: State transition diagram for the CRN tumour model. Right panel: example of finite-time
eradication in stochastic tumour control.
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Quantitative Systems Pharmacology (QSP) models face challenges in estimating parameters from patient-specific
data to obtain their digital counterparts. To this end, global and local fitting strategies involving optimization
methods such as least squares and Bayesian inference are employed. In addition, identifiability and uncertainty
quantification techniques can be instrumental in developing robust QSP models. Virtual populations generated
by statistical approaches and Monte Carlo simulations can capture patient variability and incorporate genetic,
demographic, and treatment factors. Digital patients (or twins) and virtual populations can help optimize dos-
ing, inform clinical trials, and aid in understanding diseases. Here, we report two examples of their applications
in studying neurofilament trafficking in spinal muscular atrophy patients and the rare Gaucher disease type 1,
showing promising results. Overall, QSP combined with digital patients and virtual populations has the potential
to push drug development toward personalized medicine.

Keywords: QSP, mathematical modeling, virtual populations, neurodegenerative diseases, rare diseases

1. Introduction

Quantitative systems pharmacology (QSP) is an approach that utilizes mathematical modeling to understand
and predict the behavior of complex biological systems and their interactions with pharmacological treatments. It
integrates data from multiple sources, from literature, in-vitro, preclinical and clinical experiments, and encom-
passes different biological levels [1]. Model-informed drug development (MIDD) is a framework that leverages
pharmacokinetics, pharmacodynamics, and QSP models to facilitate decision-making throughout the drug devel-
opment process [2]. The combination of QSP and MIDD has significantly accelerated the pace of introducing new
drugs into clinical practice.

One of the primary challenges in QSP and MIDD lies in accounting for the variability and uncertainty in model
parameters and outputs. Addressing this challenge involves employing individualized calibrations, which are tech-
niques used to estimate model parameters for specific individuals based on observed data [3]. Additionally, digital
twins and virtual populations are utilized to tackle this challenge. Digital twins are virtual replicas of individu-
als that can simulate their responses to various interventions or scenarios. On the other hand, virtual populations
consist of collections of digital twins that represent the diversity and heterogeneity of a target population. By in-
corporating these methods, the accuracy, reliability, and applicability of QSP models can be enhanced, ultimately
leading to more efficient and effective drug development processes.

In certain cases, such as rare or neurodegenerative diseases, virtual representations of patients can provide more
comprehensive datasets that aid in understanding disease mechanisms and predicting treatment efficacy. This in-
formation is especially valuable when the number of patients is limited or when there are significant barriers to
accessing the disease site. Furthermore, employing digital patients and virtual populations allows for the general-
ization of results to different populations, considering factors such as age or disease severity. This work exemplifies
how digital patients and virtual populations were utilized within this context.
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2. Digital patients and virtual populations in QSP modeling

One of the primary challenges in QSP modeling, which encompass multiple biological scales, is to estimate
model parameters using patient-specific time series data, including biomarkers, pharmacokinetics data, and clinical
manifestations or outcomes [1]. When sufficient data is available, this process enables the creation of digital pa-
tients, where specific model parameters are linked to the measured endpoints of individual patients. This approach
helps to account for inter-individual variability and optimize dosing regimens. However, there are many adopted
fitting strategies in QSP, and they may depend on various factors such as data availability and quality, model com-
plexity, and computational resources. Different methods can be used to fit patient-specific time series data, such as
least squares, heuristic evolutionary strategies, and Bayesian inference such as Markov Chain Monte Carlo. These
methods have different advantages and disadvantages for both local and global optimization tasks, and they are
essential for creating a digital representation of the patient [4].

Another key aspect of determining digital patients is the identifiability and uncertainty quantification of model
parameters, which reflect the biological variability and measurement errors in the data. Parameter identifiability
refers to the ability to estimate unique and precise values of model parameters from the available data, while un-
certainty quantification measures the range and confidence of parameter estimates. Both are essential for ensuring
the robustness, validity, and predictive power of QSP models and to assure that the model parameters can correctly
identify a reliable digital twin. Several methods have been proposed and applied for parameter identifiability and
uncertainty quantification in QSP, such as sensitivity analysis, Bayesian inference, profile likelihood, and bootstrap
methods [3]. These methods have different advantages and limitations depending on the complexity and structure
of the model, the quality and quantity of the data, and the available computational resources [3].

Once enough digital patients are collected, it is possible to define virtual populations (VPs) that can capture
the inherent variability present in real patient populations. In addition, virtual populations are often created by
incorporating various sources of variability, such as genetic factors, demographic characteristics, disease subtypes
or severity, physiological parameters, or different treatments. Among the various methods used to generate virtual
populations, statistical approaches are commonly used to infer distributions of model parameter estimates, while
Monte Carlo simulation is employed to randomly sample parameter values from these distributions. This general
framework inspired several effective methods, such as those in [5, 6], which incorporate biologically inspired
constraints to generate more realistic virtual populations. Also in this case, the choice of the method depends
on available data, model complexity, computational resources, and multiple methods that may be combined for
comprehensive representation.

3. Applications in QSP modeling

Virtual populations in QSP modeling can be used to optimize dosing regimens in subpopulations, considering
factors like age, gender, disease severity, and comorbidities. They provide insights into expected variability in clin-
ical trials, allowing researchers to anticipate diverse patient responses and design robust trials. Here, we report two
examples, studying rare or hard-to-reach populations, such as patients with rare and neurodegenerative diseases,
and children. In these cases, virtual populations can help to understand the physiological processes and the effects
of treatments.

In the works [7, 8], a quantitative systems pharmacology (QSP) model was developed to examine neurofilament
trafficking in both healthy individuals and patients with spinal muscular atrophy (SMA). SMA is a rare genetic
disorder affecting motor neurons and resulting in muscle weakness and atrophy, which is most impactful in pediatric
ages, with high severity and lethality. Neurofilaments, which play a role in neuronal structure and transport, serve
as biomarkers for disease progression in SMA and other neurodegenerative conditions.

The QSP model captures the dynamics of neurofilament production, transport, degradation, and release through-
out the nervous system and periphery. It combines a previously established mathematical model of neurofilament
trafficking in healthy adults [7] with detailed characterizations of pediatric physiological processes, such as organ
volumes and postnatal nervous system development. The authors used data from clinical trials that enrolled SMA
patients treated with nusinersen to build a virtual population of untreated subjects. The parameters related to the
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treatment were estimated by fitting individual time series of SMA patients followed during the treatment. The
combination of the estimated treatment parameters and the untreated virtual populations allowed the generation
of virtual populations of treated patients with different ages and treatment protocols. The predicted neurofilament
concentrations of these populations were compared to the time series of SMA patients reserved for model vali-
dation. This validation strategy confirmed the predictive performance of the model, making it a valuable tool for
investigating neurofilament as a biomarker for disease progression and treatment response in SMA.

Another promising application is in Gaucher disease type 1 (GD1), a rare genetic disorder that can lead to
significant morbidity and mortality through clinical manifestations such as splenomegaly, hematological compli-
cations, and bone disease. In [9], the authors developed a QSP model to represent the effects of eliglustat, a novel
substrate reduction therapy for GD1, on treatment-naïve or enzyme replacement therapy (ERT) stabilized adult
GD1. The model was informed by a data-driven genotype-phenotype relationship to represent a wide spectrum
of patients with mild to severe GD1, even beyond the initial patients. The model was applied to predict ERT
and eliglustat responses in virtual populations of adult patients with GD1, representing patients across a spectrum
of disease severity as defined by genotype-phenotype relationships. The QSP model and the virtual populations
provide a mechanistic platform for predicting different treatment responses within the heterogeneous GD1 patient
population.

As shown, digital twins and virtual populations can play a crucial role in advancing QSP by addressing patient
heterogeneity, optimizing treatment strategies, informing clinical trial design, and enhancing our understanding of
complex biological systems. As more accurate methods emerge for characterizing virtual patients and digital twins,
research is steadily moving toward the realm of in-silico modeling. This progress can change drug development,
paving the way for increasingly personalized medicine approaches.
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Urban intelligence is an emerging research area focused on leveraging advanced technologies and data analysis
techniques to enhance urban efficiency, sustainability, and livability. Decision support plays a crucial role within
urban intelligence, utilizing automated reasoning to both plan activities on the urban landscape and react to its
dynamic changes. Drawing inspiration from dual-process cognitive theories, this paper explores the integration
of automated planning and rule-based systems to facilitate decision-making in urban management.
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1. Introduction

Urban areas are intricate and ever-changing, demanding continuous management to uphold their efficiency,
sustainability, and livability. With the expansion and diversity of urban populations, the complexities of urban
management intensify [1, 2]. In recent times, there has been a growing interest in utilizing advanced technologies
and data analysis techniques to bolster decision-making in urban management. Urban intelligence, an emerging
and evolving research domain, aims to harness these advancements to enhance the effectiveness, sustainability,
and livability of urban areas [3]. Urban intelligence encompasses decision support as a crucial element, enabling
informed choices for urban development and management. A specific type of decision support system (DSS)
called a cognitive decision support system (CDSS) incorporates cognitive theories and models of human decision-
making to aid in complex decision-making tasks [4]. The dual processing theory [5], among the various cognitive
theories available, has found widespread application in the development of CDSS [6, 7]. This theory proposes
two distinct cognitive systems known as System 1 and System 2. System 1 entails fast, automatic, and intuitive
thinking relying on heuristics, mental shortcuts, and past experiences to make judgments and decisions. It operates
at an unconscious or intuitive level being involved in perception, pattern recognition, and emotional responses.
On the other hand, System 2 involves slower, deliberate, and analytical thinking based on logic, reasoning, and
conscious effort to make judgments and decisions. It operates at a conscious or rational level and is engaged
in problem-solving, planning, and decision-making activities. Inspired by the dual processing theory, this paper
presents COCO (COmbined deduction and abduCtiOn logic reasoner), a cognitive architecture that serves as a
digital twin of urban decision makers. COCO integrates a rule-based system to replicate the characteristics of
System 1 and a timeline-based planner, enhanced with semantic reasoning capabilities, to emulate the cognitive
processes of System 2. By embodying the decision-making traits of urban decision makers, COCO aims to enhance
decision-making in urban management, allowing the simulation and analysis of various scenarios, conducting what-
if analyses, and even simulating suboptimal decision-making behaviors.

2. Thinking, Fast and Slow, Logically: COCO

Rule-based systems are a type of Artificial Intelligence (AI) systems that use predefined “if-then” rules to make
fast and reliable decisions in various situations. For instance, a rule like “IF temperature is above 30 degrees
Celsius AND humidity is above 70%, THEN activate the sprinkler system in the park” exemplifies a rule-based
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system. By introducing facts such as “current temperature is 35 degrees Celsius” and “current humidity is 75%”, the
system activates the corresponding rule and executes the action. These systems store rules and facts in a knowledge
base, allowing quick assessment and response without extensive analysis. The transparency of rule-based systems
enhances trust and accountability in decision-making. COCO adopts the CLIPS1 rule-based system to recognize
familiar patterns and make intuitive decisions, similar to System 1 processes.

Automated planning is another field of AI focused on creating computer programs that generate plans and
strategies to accomplish specific goals or tasks [8]. One approach within automated planning is timeline-based
planning [9, 10], in which activities are organized over timelines, considering temporal constraints and dependen-
cies. Such activities are represented through tokens, consisting of a predicate symbol (denoted as n) and parameters
(denoted as x0, . . . , xi), which can include temporal details. The tokens can be classified as either facts or goals.
Rules play a crucial role in achieving goals. They consist of a head (e.g., n (x0, . . . , xk)) and a body (r), defining
the requirements (i.e., other tokens, token constraints, conjunctions or disjunctions of requirements) for reaching
a specific goal. Tokens can also be associated with timelines, identified by a special object variable τ . Different
tokens with the same τ value belong to the same timeline and may interact with each other based on the nature
of the timeline. There are different types of timelines, such as state-variable timelines, where tokens on the same
state-variable cannot overlap temporally, and reusable-resource timelines, where tokens representing resource us-
ages can overlap as long as the concurrent usage remains within the resource’s capacity. In timeline-based planning,
the objective is to find a set of tokens that satisfy all the constraints, rules, and a requirement defined within the
planning problem. This is typically achieved through a process of reasoning and decision-making, similar to the
deliberate and intentional decision-making of System 2 thinking.

Figure 1: The COCO three-layer architecture.

To enable effective decision-making in dynamic en-
vironments, the COCO system integrates a rule-based
system as a sequencing (reactive) tier, and a timeline-
based planner2 as a deliberative tier, applying production
rules to deduce new information or actions while rea-
soning backward to find action sequences that achieve
goals. Notably, the sequencing tier has the capability
to interact with both the environment and introspectively
with higher-level reasoning. The intrinsic motivations
and higher-level tasks generated during plan execution
by the deliberative tier serve as suggestions rather than
mandatory components for the system’s autonomy, in-
fluencing the choice of actions made by the sequencing
tier. By combining the reactivity and explainability of
the rule-based system with the planning capabilities of
the timeline-based planner, this integration harnesses the
strengths of both components. The architecture, depicted
in Figure 1, consists of a deliberative tier for plan generation and adaptation, a sequencing tier for executing actions,
and sensing and controlling tiers for interpreting sensor data and actuator commands. By functioning as a digital
twin of the urban decision makers, this integration provides a comprehensive support by addressing System 1 tasks
such as abstraction and low-level command generation, as well as System 2 tasks including reasoning and high-
level plan adaptation based on dynamic environmental information. This enables the system to facilitate what-if
analysis and offers decision makers a powerful tool to simulate and evaluate different scenarios, thereby enhancing
their decision-making capabilities in urban management.

1https://www.clipsrules.net
2https://github.com/ratioSolver/oRatio
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3. Conclusions

The COCO system, introduced in this paper, combines a rule-based system and automated planning to support
decision-making in urban management. Rule-based systems excel at responding to environmental changes, while
automated planning generates task-oriented plans for achieving desired goals. By merging these two approaches,
urban managers and decision-makers gain a comprehensive and efficient solution for managing diverse aspects
of urban life. The rule-based system utilizes indexing techniques to generate reactive behaviors efficiently, while
the deliberative component handles scenarios, plan adaptation during execution, and what-if analyses, despite its
computational demands. The effectiveness of the COCO system has been initially evaluated by assessing the
efficiency of the reasoners’ resolution processes. This evaluation has involved benchmark problems of increasing
complexity to estimate the resolution times as the problems grew in size. The goal was to measure how quickly
COCO could respond when urban decision-makers used the system to analyze and modify generated solutions
by adding additional constraints for what-if analyses. Impressively, even with the exponential complexity of the
problem, the resolution times consistently remained within a few seconds, even with larger numbers of activities.
It’s important to note that both System 1 and System 2 heavily rely on defining rules, which can be a challenging
and time-consuming task. To simplify and automate this process, future efforts will explore machine learning
techniques such as induction and decision tree learning.
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The CNR strategic project “Urban Intelligence” (UI) pursues the development of Urban Digital Twins (UDT)
able to support the urban governance by integrating the various dimensions of a city, and thus by overcoming the
limitations of the smart city paradigm still dominated by sectoral approaches. A relevant asset for UI relies in
the capacity of integrating “community knowledge” within the UDT development, with the aim of completing
the objective and top-down information typical of the urban sciences, and of extending range, scope and depth
of the operations carried out in the UDT (e.g. analysis, simulation, prevision, optimization, decisions support).
To this end, UI adopts a participatory method rooted in the “community mapping” theory, and evolves it in
the implementation of social innovation processes aimed on the one hand, at exploring community knowledge,
and on the other, at empowering the capacity of communities of tapping it for envisioning future scenarios.
In particular, a hybrid “phygital” participatory approach is adopted, where analogical engagement for-mats are
intertwined with innovative tools for GIS-based community surveys. Finally, a description is provided of the
potential contributions of the participatory domain of UI to the UDT development, with special regards to ICT
innovations.

Keywords: urban digital twin, community mapping, stakeholders engagement, experiential knowledge

1. Motivation and problem addressed

The making of an Urban Digital Twin (UDT) should rely on a direct involvement of the local community, to the
extents that the inhabitants of a city are also elements of its physical system, actors and users which determine the
success or failure of its functions, sources and receptors of urban dynamics, knowledge, information and services.
The strategic project “Urban Intelligence” (UI) of the CNR, by conceiving UDTs as cyber-physical-social systems
[1], requires a full connection and integration among these three dimensions.

Paba tells the experiences of Patrick Geddes, one of the founders of the participatory approach in urban plan-
ning, with special reference to the ”Outlook Tower” [2]: ”Geddes invited its visitors to quickly climbing the five
flights of stairs, so to reach the basis of the octagonal tower, and to directly climb another wooden stair therein
which led to the small terrace on the top, from which it was finally possible to gain a 360° overview on the city
from a 80 feet height. This was the first grade of interpretation: the city vision from the height, synoptic, holistic,
the city seen in its entirety, from each part towards the horizon”. This was followed by a visit to a darkroom, where
the city was seen through its image reflected upon a concave mirror. Thanks to a lever it was possible to change the
angle of the mirror, and observe the city under every perspective.

The art of city surveying entails the merging of the “top view”, which attains the objective knowledge as it may
come from sources such as data fluxes of sensor networks, with the “bottom view”, which wanders across streets
listening to people and collecting stories and emotions. Between these two levels a substantial epistemological
difference arises, and thus, of approach. Limiting the exploration to a perspective from the top, or in “third person”,
induces a behaviourist approach aimed at modeling the community life by means of a mere description of what is
externally perceived, and favours the use of Cartesian-like maps which do not correspond to the experience of the
city as it is seen in “first person”. Assuming such ”bottom-up” approach leads to take in a higher consideration the
substratum of senses and meanings attributed by people to the spaces of their experiences, which are caught through
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a ground perspective constrained by the horizon of the visible. Moving within this mode, people develop “subjective
geographies” which, according to [3], are «informed by background knowledge organized into patterns. We rely
on these schemas or pattern to acquire new knowledge». Such schemas, known also with the term of ”cognitive
maps”, ”are not just a set of spatial mental structures denoting relative position, they contain attributive values and
meanings” [4] which pre-orient our relation with the external world, causing potential mismatches with previsions
overlooking them [5]. Some relevant indications for the development of UDTs stem from this analysis: first of all,
their role as tools for empowering local communities in their pursue of a sense of identity, intended as an essential
precondition for consciously shaping their city’s future. As underlined by [6], «the re/construction of an image is
just apparently a frivolous activity: it involves various symbolic, cultural and even political codes, influencing the
wellbeing of who is self-portrayed, but also of those who are in the presence of the image, without being able to
intervening on it.» The places of a city are not just filled by the stories occurring in them: their physical settings
affect the life of the inhabitants, by opening or closing possibilities, by favouring or hampering connections, by
offering or denying opportunities. There is a close link between the physicality of a place, its social value, and its
usage. Crucial to this objective is thus the involvement of communities from the very first phases of development
of the UDTs, aimed at building an experiential knowledge of the city with three goals: (i) highlighting the modes
through which people live their city and assign values to it; (ii) enhancing interactions among local actors in order to
generate shared added-values, to co-create shared scenarios of urban evolution, and to activate new social practices
for enhancing their implementation. On these premises, Urban Intelligence pursues the transition from a “city-of-
use” toward a “city-of-sense” where the human factor is put at the heart of the urban planning and programming
processes.

2. Methodology and results

The participatory methodology adopted for UI sees in the development of UDTs a ”social innovation process”
aimed at empowering local communities to govern their future. This objective can be pursued by running “open-
ended processes” where participants undergo some kind of changes about their current practices, aims or modalities
[7] and where sustainability of the results achieved is pursued [8]. To this aim, the two fundamental concepts of
seeding and infrastructuring are followed, already introduced by the Design-Driven Innovation Studies (DDIS) [9].
”Seeding” refers to the metaphor introduced by Manzini [10] for underlining how the social innovation solutions
act just like fragments of a “social sourcing code” which need to be cultivated accurately and adaptively in order
to verify the kind of fruits they can produce in a given context. ”Infrastructuring” refers to the necessity of coordi-
nating the “innovation seeds” within solid process structures; this concept can be traced back to the Meta-Design
Studies (MDS), which are focused not on the final output, but on a reflection about the very process architecture
which could guide toward the best outputs [11], as well as to Giddens’ ”institutionalism” [12], according to which
enduring social interactions end up generating recurrent patterns and clusters. These two concepts offer the idea of
”process” as an immaterial infrastructure, the constitution of which is an autonomous result of participation, which
can be spent for multiple issues and goals. Structuring an innovation process is thus a primary design challenge
for the development of an UDT, at the core of which it should be placed the activation and management of con-
nections between actors [13] aimed at establishing an enduring space of mutual dialogue [14]. In particular, UI
adopt the ”community mapping” principles for understanding cities, territories and communities as socio-economic
integrated ecosystems, each characterized by a specific DNA [15]; such mapping engages the various social groups
and networks of a community by implementing a set of dedicated participatory approaches aimed at achieving the
following specific objectives:

• exploring the city from surveying its material and immaterial heritage [16, 17];
• awakening the latent knowledge of citizens starting from the listening of persons;
• describing the vision of a city and the urban values dispersed in the stories linked to places of life;
• reading the spatial network of the sense connections for representing new urban geographies;
• building a circularity between the social actions and their cultural representations.

From an operative point of view, a hybrid cyber-physical participatory approach is performed [18], based on an
interaction between analogical and digital tools allowing for both on-line/off-line, synchronous/asynchronous en-
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gagement activities. Among the digital tools, of particular interest are the PPGIS (Public Participation GIS), which
enable the development of GIS databases (e.g.. shapefiles) annotated through metadata, and thus, a direct integra-
tion of the participatory knowledge with the other knowledge levels of the UDT.

3. Contribution to the field

Many are the potential contributions that the research and experimentation on the experiential knowledge can
offer to the technological development of the UDTs and more in general, to the advancement of the strategic process
”Urban Intelligence”, with special regards to the following ICT fields:

A. Data for the construction of a knowledge base of the UDT extended to the urban community: definition
of typologies and formats for participatory data and metadata in view of their integration with the UDT tools and
services; development of innovative representations the ”urban structures of sense” as the immaterial heritage.

B. Tools for the management of the variegated thematic fields addressed y the UDT: development of tools
conceived for supporting hybrid participatory approach aimed at enlarging the community engagement and at
enhancing the efficacy of the social innovation process; co-design paths of the use-cases aimed at ideating and
calibrating the tools for the UDT for a multiplicity of profiles, and at increasing their diffusion, inclusion and
usability towards a wide range of potential users (from technicians, to enterprises, to citizens); development of
user interfaces shaped on the needs of the different potential users; immersive 3 exploration of the city, including
community contents, and related to both the actual status, as well as evolutive and transformative proposals.

C. Services in support to planning programming and governing the city: multi-disciplinary approaches or the
analysis, simulation, prevision and optimization of urban dynamics, integrating community behaviors, experiences
and expectations, social and cultural assets; decision support systems aimed to individuating optima scenarios of
intervention reflecting the preference structures of the different actors involved in the urban governance.
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This paper describes a novel architecture devoted to the implementation of an IT platform for the deployment
and integration of the different Digital Twin subsystems that compose a complex Urban Intelligence system.
The proposed IT platform has the following main purposes: i) facilitating the deployment of the subsystems in a
cloud environment; ii) effectively storing, integrating, managing, and sharing the huge amount of heterogeneous
data acquired and produced by each subsystem using a data lake; iii) supporting data exchange and sharing; iv)
managing and executing workflows, to automatically coordinate and run processes; and v) provide and visualize
the required information. A prototype of the IT platform has been implemented leveraging open source frame-
works, allowing to test its functionalities and performance. The results of the tests confirmed that the proposed
architecture can efficiently and easily support the deployment and integration of heterogeneous subsystems,
making them able to share and integrate their data and to select, extract, and visualize the information required
by a user, also promoting the integration with other external systems.

Keywords: urban intelligence, IT platform, data lake, data management

1. Introduction

A comprehensive Urban Intelligence (UI) system for a smart city includes multiple virtual representations of
heterogeneous subsystems (Digital Twins, DTs) that model complex interacting assets, infrastructures, and so-
cial aspects of the city, such as mobility, social and computer networks, weather, pollution, tourist flow, and so
on [1, 2]. To allow a correct functioning of the DTs according to an integrated approach, several IT paradigms and
technologies should be integrated in an UI system, such as dedicated IoT sensor networks, network infrastructures,
information systems, high-level web services, cloud or edge-computing environments [3], able to collect and man-
age the heterogeneous data of the city and provide the hardware and software infrastructures to implement and run
the required models and analytics, visualization, and user interfaces functionalities [4, 5].

In light of such considerations, the complexity and heterogeneity of the DTs require an advanced enabling IT
platform that facilitates their deployment, enables their intercommunication and integration, provides data man-
agement and sharing capabilities, supports information searching and retrieving, and offers visualization and user
interface capabilities, allowing to fully integrate the DTs.

In this contribution, the architecture of an IT platform able to support the management and integration of
DTs for UI systems is presented. The proposed IT platform has the following main purposes: i) facilitating the
deployment of the DTs in a cloud environment; ii) effectively storing, integrating, managing, and sharing the huge
amount of heterogeneous data acquired and produced by each DT; iii) integrating and supporting data exchange and
sharing; and iv) managing workflows, to automatically execute the requested processes and provide and visualize
the required information. A prototype of the proposed architecture has been implemented, relying on a cloud
infrastructure, a data lake which acts as both a data collector and repository, a set of specifically designed APIs, a
workflow engine, and a user interface. The preliminary experiments showed that the proposed IT platform can be
effectively adopted for the deployment in real UI projects.
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2. IT Platform Architecture

The layers of the proposed IT platform architecture are depicted in Figure 1.
In the lower layer, the Cloud computing layer provides and dynamically manages and coordinates the hardware

and software resources in the cloud environment. This layer is also devoted to container deployment and orches-
tration, facilitating the installation and execution of containerized software modules that implement each user DT
subsystem in any cloud-based environment, as well as facilitating their integration with other systems.

The next layer is the Data lake layer, whose purpose is to acquire, store, integrate, query, and retrieve data
collected or produced by any UI subsystem, as well as obtained from external sources. The data lake is based
on a Distributed File System and a NoSQL database, able to manage and process structured, semi-structured, and
unstructured raw data. To the end of preventing the data swamp degeneration, a relational database technology
is integrated into the data lake, with the purpose of enriching the heterogeneous data with specific metadata and
a catalog. This way, it supports their retrieval and integration, enriches the structured and unstructured data with
additional information, and offers basic Extract, Transform, and Load (ETL) functionalities for data aggregation.
Moreover, the data lake layer also acts as a common data collector for the DTs, allowing them to easily share their
own data and communicate with the other subsystems. Asynchronous notification services are included in this layer,
to the end of notifying specific modules of possible data updates in the data lake according to the publish/subscribe
pattern, thus optimizing bandwidth and performances.

The Workflow engine layer includes a workflow management and execution component aimed to provide the UI
system with an automatic business process engine, whose purpose is to easily implement and execute the workflows
that are used to model each analysis requested, where the interaction of more subsystems needs. The workflow
engine coordinates the process and data flows through the various subsystems, in order to obtain the required
information or perform the requested operation.

The upper Data visualization and user interface layer provides the visualization and user interface features
(including dashboards), adopting a web-based approach.

Finally, the communication with the data lake and the other UI subsystems exploits the transversal Communica-
tion interface layer, where a set of dedicated APIs are available to provide common and standard way to get or send
data and/or access the exposed functionalities. The Communication interface layer also offers the possibility to
connect the IT platform with external systems of the city (like local databases or IT services) and the authentication
and authorization functionalities, able to implement single-sign on through standardized claims.

Data Lake

Cloud Computing

Communication 
Interface

Workflow Engine

Data Visualization and User Interface

DT1 Container DT2 Container DTn Container

Notification 
SystemNoSQL DB Data Catalog

Autentication 
and 

Authorization

Dashboard

External 
Systems (city 
databases, IT 
services, etc.)

BPMN 2.0

Figure 1: Layers of the proposed IT platform architecture.

3. Implementation and Testing Details

A prototype of the proposed architecture has been implemented exploiting different open source frameworks.
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The cloud environment for DTs deployment adopts Docker for module containerization and Kubernetes for
their orchestration. This approach makes the IT platform easily deployable, customizable, and embedded within
different environments and other external systems.

The data lake and its data catalog are implemented using a MongoDB NoSQL database and a GridFS distributed
file system (the latter is devoted to the storage of large raw data). These frameworks ensure high-performance
levels, scalability, and the capability of managing very large and heterogeneous data collections. Moreover, the
NoSQL database does not require a strict data schema, allowing a simple extension of data models and the catalog.
The asynchronous notification of data updates has been implemented adopting a publish/subscribe approach based
on Message Queue Telemetry Transport (MQTT) standard protocol, allowing the selection of data that requires
notification and the corresponding subscriber modules that receive such notifications. The interfaces to the data
lake layer have been developed as RESTful APIs on the HTTPS application protocol, leveraging Python Flask
framework and PyMongo library. The authentication and authorization mechanisms for the data lake and other
modules use claims based on Java Web Token, leveraging the OAuth 2.0 and OpenID Connect protocols.

The workflow engine layer leverages a Business Process Management engine, which allows the workflows
to be easily designed according to the BPMN 2.0 standard. Finally, the visualization and user interface layer is
obtained by using a web-based data visualization software developed in JavaScript.

The implemented prototype made it possible to carry out some preliminary tests, exploiting the data and sub-
systems of two Italian UI projects in the cities of Matera and Catania. The functional and performance tests carried
out demonstrated that the proposed IT platform can acquire from the sensor network of a city high rates of data,
with a rate of 5 minutes, sharing them at the same time among the UI DTs. It is also able to store and integrate
the huge volume of data from both internal and external sources. RESTful interfaces effectively facilitate inter-
communication and data sharing between UI subsystems, while workflows can be easily configured and executed.

4. Conclusions

This paper presented a general architecture of a novel IT platform that allows for the deployment and integration
of DT subsystems of an UI system. The IT platform leverages the cloud environment and container technology
for DTs deployment, adopts a data lake approach and dedicated APIs to collect, store, retrieve, integrate, and share
the data produced inside and outside the UI system. It also includes a workflow engine to design and execute the
requested processes, a visualization tool, and a user interface. A prototype of the architecture has been implemented
and tested in real UI projects, demonstrating that it effectively supports the deployment and the integration of DT
subsystems for UI.
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Urban digital twins are virtual representations of physical systems, subsystems, and processes of a city. The
construction of a three-dimensional geometric model of the city provides the basis for the development of an
urban digital twin. On top of the 3D model, heterogeneous data describing or simulating one or more systems
and subsystems can be embedded and visualized. In this context, we focus on the possibility to exploit Virtual
Reality (VR) technologies to enhance the visualization of these 3D representations and to provide an innovative
immersive approach to interact with urban digital twins. We describe a pipeline for the design of a 3D model of
an urban area suitable for an immersive visualization and a natural interaction so that the users can have a sense
of reality as if they are in the real world. Preliminary results are shown related to our case study in Matera, in
Southern Italy.

Keywords: virtual reality, 3D modeling, 3D visualization

1. Introduction

In the context of creating an Urban Digital Twin, the geometric representation of the morphology and phys-
ical features (either built or natural) of the city, possibly annotated with additional contextual information, has a
high potential in describing, monitoring and/or predicting urban processes [1, 2]. Focusing on smart tourism man-
agement, for instance, the geometric model can be useful to design a virtual visit to non-accessible sites (due to
overcrowding, closing hours, or visitor disabilities) or to show a preview for the tourist to select the must-see spots
in their day visit, simulate emergency egress, plan temporary events according to the capacity and morphology of
the site, etc. Another example is represented by the public engagement, indeed an accessible 3D model of the city
can foster citizen engagement and participation. People can virtually explore the city, understand proposed devel-
oped projects and provide constructive feedback. This creates a more inclusive and transparent decision-making
process, which allows citizens to have an active voice in building their community.

Currently, urban digital representations are still visualized on 2D displays, providing a limited perception of the
real tridimensionality of the environment. The availability of realistic 3D representations of real objects embedded
with heterogeneous data (i.e. colors, normals, semantically relevant attributes) opens the doors to new visualization
methodologies, conveying the 3D content and its associated information in an intuitive way. In this context, Virtual
Reality (VR) technology has gained much interest in the last years, since it allows innovative and intuitive ways to
explore and interact with 3D models [3].

In this contribution, we focus on the design and development of a virtual immersive visit of an urban area,
starting from the data acquisition survey to the 3D model generation and its embedding into a Virtual Reality (VR)
environment. Our pipeline seems promising in strengthening the visualization capabilities of digital twins and
providing realistic experiences and natural interactions.

2. Methodology

Our main long-term objective is to immerse individuals in the city digital twin with a 1:1 scale, and thus allow
the users to explore and learn about an urban environment by moving in it as if they are in the real city.
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To this aim, the first step is generating a 3D surface representation of the city to be embedded in VR. Our 3D
generation method assumes the input point cloud to represent the area of interest with a high level of details and
associated colors. This is necessary in order to guarantee an authentic experience with realism. When such a repre-
sentation is not available, data acquisition surveys are performed by exploiting proper technologies able to capture
a wide area at fine geometric and appearance detail [4]. Since point clouds coming from LiDAR/laser scanning and
photogrammetric technologies are often subjected to noise and other types of artifacts and defects, a pre-processing
pipeline is often necessary to remove undesired elements. Acquisitions performed by these techniques return dense
point clouds (i.e. resolution is often of one point per millimeter). To use these representations in VR, it is important
to choose a good trade-off between the high level of detail and realism and the complexity of the model. The
pre-processed point cloud is then given as an input to triangulation methods (such as the well-known marching
cubes algorithm [5]). The result is a 3D model representing the morphology of the real world enriched with color
attributes on vertices, where the color is an interpolation of neighbor points in the decimated point cloud.

Once the 3D digital model has been reconstructed, its exploration in VR arises two main challenges. On the one
hand, the overcome of the issues associated with importing a georeferenced 3D model in a game engine (e.g. Unity)
to correctly position and orient it, as well as give the model appropriate colors or textures to ensure realism. On the
other hand, the development of natural and intuitive navigation techniques by which users can freely navigate in the
reconstructed environment in a natural way. We addressed the former issues, specifically related to repositioning
the 3D model into Unity world. Our solution takes into account the different coordinate system used in Unity, that
is a left-handed, Y-Up coordinate system. Since Unity does not properly support geographic coordinates, the 3D
model is rigidly translated so that the center of its bounding box is centered on the origin of the Unity coordinate
system. Then, our approach tries to identify the terrain level in the model in order to properly set the camera
position. Notice that, as for the appearance of the 3D model, when imported in Unity it is transparent by default. It
is thus first necessary to assign the built-in material and set the occlusion properties.

3. Preliminary Results

As a preliminary result, we describe the development of a virtual replica of the main square (well-known as
“Piazza Vittorio Veneto”) in Matera together with the Hypogeum located underneath. The Hypogeum, including
the main water reservoir (well-known as “Palombaro Lungo”), is only partially open to the public, due to some
environmental issues, such as the cave environment, the steep steps, and the low illumination. This is to demonstrate
the benefits of 3D urban Digital Twin for improving accessibility and better overall experience for visitors.

Figure 1 shows an example of the results in the pipeline on our use case, from the reality to the generated trian-
gulation. In particular, in the proposed case study, the original point cloud has 256M points and it was decimated
to 65M points after some cleaning. The final triangulation is made of 75K colored vertices.

Figure 1: Left: view of the Vittorio Veneto square (the hypogeum is underneath). Middle: Acquired points cloud.
Right: Reconstructed triangle mesh.

The preliminary VR environment representing Piazza Vittorio Veneto in Matera and the Palombaro cistern
is shown in Figure 2. It enables an immersive virtual exploration of these sites moving between the different
underneath levels in a quite realistic way, also allowing the visit to the narrow, steep, or closed to the public areas.
Preliminary visualization has been tested accessing the VR environment by wearing a Meta Quest 2 head-mounted
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display (HMD).

Figure 2: Different areas of the VR environment representing the Vittorio Veneto square, the Hypogeum access,
and the Palombaro cistern (from left to right).

4. Discussion and Future Works

One of the primary objectives is to achieve a reconstruction by the 3D acquisition described previously that
ensures an authentic and realistic experience balancing the level of details and the model size so that it does not
affect the performance. To this aim, our approach generates a 3D model with a certain color associated for each
vertex. However, some work should be done to improve realism, possibly by defining and using more specific
textures.

As future work, we aim to study and develop interactive navigation techniques of the virtual 3D environment.
For instance, users can freely navigate the city simply by teleporting them into different parts of the 3D recon-
structed areas, or naturally walking around the urban area. In the last case, an analysis of the height variations of
the floor and a camera adaptation has to be taken into account to improve the sense of realism.
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Digital maps greatly support storytelling about territories, especially when enriched with data describing cul-
tural, societal, and ecological aspects, conveying emotional messages that describe the territory as a whole.
Story maps are interactive online digital narratives that can describe a territory beyond its map by enriching the
map with text, pictures, videos, and other multimedia information. This paper outlines how online story maps
can fill the gap between a map and a territory in narratives to create a digital twin of different territories as
inter-connected semantic stories.

Keywords: story maps, semantic web, linked open data, digital twin of territories

1. Introduction

A narrative is a method of articulating life experiences in a meaningful way and a conceptual basis of collective
human understanding [1]. Humans use narratives, or stories, to explain and communicate abstract experiences,
describe a particular point of view on some domain of interest, and share meanings among different communi-
ties. Maps have always geographically supported stories and storytelling, especially to represent the geospatial
components of narratives. However, as Korzybski pointed out in his General Semantics [2], there is a perceptual
gap between the territory and its map in narratives. The perceptive cartographic challenge for a map is when it
tries to represent also the life, emotions, reality, fiction, legends, and expectations associated with the described
territory. Story maps are computer science realisations of narratives based on interactive online maps enriched
with text, pictures, videos, data, and other multimedia information. Story maps building platforms support di-
verse users to participate and possibly collaborate in the map-based story telling. Story maps can be used both to
enhance the perception of the geographic space cited in narratives and also to overcome Korzybski’s perceptual
gap, enriching maps with media that communicate emotional messages associated with the described territory, e.g.
digital audio/video material to describe the territorial complexity. Story maps satisfy these properties creating a
digital twin of the territory, going beyond the standard map representation. Digitally interconnecting different story
maps within a knowledge base can reveal implicit information hidden within and between the territories and allows
answering previously new, complex questions.

This paper briefly outlines how online story maps can fill the gap between a map and a territory in narratives
to create a digital twin of different territories as inter-connected stories. We start from a specific domain (mountain
territories and value chains) and propose a general software solution for a semi-automatic transformation from
text to narrative. In particular, we build a workflow to transform the textual descriptions of the value chains and
territories of 23 rural European areas from 16 countries involved in the MOVING (MOuntain Valorisation through
INterconnectedness and Green growth) European project [3]. MOVING aims at building co-development policy
frameworks across Europe that can contribute to the resilience and sustainability of mountain areas. Community
data on rural areas come in unstructured textual formats. They summarise the emotional, cultural, and societal
contents to attract tourism and customers. Digitalising this information and assigning it to map locations is complex,
but is crucial for extending the information reachability, effectively communicate contents, and harmonise the data
to produce one overall narrative of territories.
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Our semi-automatic workflow transforms the unstructured information about a territory into a story map. The
workflow uses natural language processing algorithms [4] to extract terms (persons, locations, organisations, and
keywords) with high importance to understand the text (named entities). Successively, it associates the extracted
terms with Wikidata entries and geographic coordinates. Then, it produces and visualises as story maps a sequence
of story events enriched with titles, descriptions, entities, coordinates, and multimedia data. Finally, the workflow
feeds a semantic knowledge base, based on an ontology for representing narratives [5], to enable data discovery
and integration. The workflow design is independent of the specific application context. Furthermore, differently
from other story-map creation software [6, 7], the workflow components are open-source, and oriented to the
Open Science directives of transparency and reproducibility of data, results, and processes. Moreover, different
from other story-visualisation software [8, 9, 10, 11, 12], the workflow provides a semantic knowledge base that
automatically inter-connects the created stories, extracts and discover knowledge from them, and comply with the
Linked Open Data paradigm. This way, our workflow points towards satisfying the creation of a digital twin of the
territory.

2. Methodology

2.1 Data pre-processing

We pre-processed the unstructured textual data of 23 European regions to prepare one new textual document - in
the MS Excel format - for each region. For each story, we organised the new MS Excel document by describing one
story event in each row. Specifically, each row reported (i) a title, (ii) a description, (iii) one representative image
(optionally), (iv) hyperlinks to online multimedia material (optionally), and (v) the event type. The row sequence
represented the events’ sequence of the region’s story. An event sequence reports the same concepts expressed by
the paragraphs of the corresponding region description by the MOVING regional experts. The data associated with
each region from the experts’ descriptions and original data were mapped onto the new MS Excel documents by
attaching them to the most appropriate events. The 23 newly prepared documents were sequentially passed to our
workflow as input data.

2.2 Story-structure building

A story-structure building module processes the text of the input MS Excel rows (events) to enrich them with
information on associated entities and locations. In particular, it uses the NLPHub [4] and the Wikidata services
to extract valid entities with possible associated spatial coordinates. To keep the entity locations focused on a
geographically consistent region, our module traces a bi-variate log-normal distribution on the longitude-latitude
pairs. Then, it sets the boundaries to the upper and lower log-normal confidence limits over the axes, and marks all
coordinates outside of these boundaries as outliers. For the entities whose coordinates are not present in Wikidata,
the algorithm adds by default the coordinates of the Local Administrative Unit in which the story occurs.

2.3 Story map creation

Each MS Excel files enriched with event and coordinate information are further processed to finalise the story
map representation through multimedia and hyperlink information and a structured format. First, each story event is
associated with the event type and multimedia hyperlinks specified in the original input text. Second, all acronyms
are expanded through a reference domain-specific dictionary to make descriptions less technical. Third, images are
linked to the events if referred in the original input text; otherwise, the first image associated with the event entities
on Wikidata, ordered by their position in the text, is retrieved and linked. Finally, the story’s event sequence, with
all associated entities, images, and links is described in the JSON format, according to the schema used by the Story
Map Building and Visualising Tool (SMBVT) [13]. This JSON document is an offline realisation of the story map.
The document it stored on a PostgreSQL-JSON database used by the SMBVT for fast online visualisation (Section
2.4). Finally, the script invokes a semantic triplification software that translates the JSON document into a Web
Ontology Language (OWL) graph and stores it in an Apache Jena Fuseki triple store. This graph complies with
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the Narrative Ontology model [5], and its scope is to populate the SMBVT knowledge base and enable semantic
queries for knowledge extraction.

2.4 Story Map Building and Visualising Tool

SMBVT [14, 15] is a open-source software that represents narratives as a network of spatiotemporal events
related by semantic relations (part-of, temporal, spatial, and causal relations) enriched by event components, i.e.,
the entities that take part in the event (e.g., persons, objects, places, concepts). For the present experiment, we
used a free-to-use SMBVT instance hosted on the D4Science e-Infrastructure accessible after free registration to
the platform [16]. Following the Semantic Web approach [17], SMBVT assigns to each event and event component
an IRI [18]. These IRIs are mainly extracted from Wikidata [19], which SMBVT uses as an external reference
knowledge base. SMBVT retrieves events, entities and all associated data from a PostgreSQL-JSON database for
visualisation. It synchronises this database with an OWL-graph representation of the stories stored on an Apache
Jena Fuseki server, compliant with the Narrative Ontology model. The Fuseki server provides a SPARQL endpoint
to query the complete graph of collected stories. The graph automatically connects the stories through the entities
shared between the events. The server allows executing SPARQL data-extraction queries on the entire story graph
within or across the stories. This feature allows connecting the stories to other knowledge bases published as Linked
Open Data [20] (e.g., Europeana, [21]). In particular, based on the SPARQL server, SMBVT offers an entity-search
functionality through a Web interface that allows querying the entire knowledge base in a user-friendly way. This
feature is crucial to explore story inter-connections, for example, to retrieve (i) the events involving a specific entity
(e.g., sheep, beer, etc.), (ii) the nations sharing the same entities (e.g., products, export locations, etc.), and (iv) the
most frequent entities across the stories (e.g., the most common products). SMVBT provides an online graphical
interface to create and manage the stories. This interface facilitates story-event building and event sequencing
and contextualisation. SMBVT visualises the produced stories as story maps placing the narrative events on an
interactive map that respects an event browsing order based on the user-defined plot.

The SMBVT story map publication process returns a public link for each story map. Each publication operation
overwrites the previously published application so that the public link always points to the latest story-map version.

3. Conclusions

Through semantic queries, our approach contributes to discover new knowledge from the data; for example,
the territories sharing the same environmental characteristics (e.g., rivers, lakes, vineyards, chestnut trees) and is-
sues (e.g., depopulation, emigration, climate change problems), or providing similar products (e.g., cow or sheep
milk cheese). Discovering new knowledge from the data is particularly useful for mountain ecosystems to design
sustainable environmental management pathways and contribute to long-term cities’ ecological sustainability. The
extracted knowledge therefore represent a digital twin of the territories through the interconnection of their rep-
resentations as story maps. The constructed semantic knowledge base can indeed help understand and dam the
vanishing of essential services in rural areas due to constant depopulation trends in rural communities. Therefore,
it helps answering crucial questions about the territory socio-economic and ecosystem status. The importance
of describing a territory beyond its maps is more understandable if we consider that the world’s rural population
will likely pass from 47% (today) to 30% by 2050 [22]. This trend poses problems due to vanishing traditional
and cultural heritage aspects and human health, welfare, and cities’ ecological sustainability, monitored by the
United Nations’ Sustainable Development Goal 11 (“sustainable cities and communities”). In this context, story
maps and knowledge discovery can help citizens, investors, and governmental authorities to better understand the
ecosystem and support sustainability strategies. The MOVING project has indeed adopted story maps (available
at https://www.moving-h2020.eu/story-maps/) as effective tools for this task because the experts
judged them to appropriately convey “information going beyond the map” for scientists, stakeholders, and the
general public.
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The real assets, procedures, systems, and subsystems of a city can be virtually represented through an urban dig-
ital twin (DT), which integrates heterogeneous data to learn and evolve with the physical city, offering support
to monitor the current status and predict possible future scenarios. A DT of a city can be organized into layers,
which represent specific facets of the city and cooperate to address specific issues. In this work, we present
an application scenario in which a geometric layer, representing the 3D morphology of the urban environment,
cooperates with an energy consumption layer, providing knowledge of the peculiarities of the building urban
area and in particular of the built fabric, to assess their impact in terms of energy efficiency. The analysis of the
urban geometries provides quantitative measures as useful input, for instance, to define heat leakage.

Keywords: urban intelligence, geometric layer, semantic enrichment, energy efficiency, urban mapping

1. Introduction

The geometric representation of the city’s physical space, through the enrichment of relevant elements with
heterogeneous data, becomes the common place where the integration of different information, “views”, or topics
actually takes place. Accompanying salient urban elements (single building, block, street, etc.) with all kinds of
information related to them allows reasoning on multiple levels and inferring qualitative or quantitative attributes
about the state of the element. In this work, we focus on the geometric layer, which represents the morphology
and physical features (either built or natural) of the city, and its integration with the energy consumption layer to
compute and map the building energy efficiency, e.g., to support urban planning.

2. Methodology

The energy efficiency assessment of the built heritage within the DT passes through the interaction between
the geometric layer -the 3D model of the city- and the body of knowledge related to the energetic analysis of the
built heritage, that is, the energy consumption layer. The integration concretely happens through the mechanism
of annotation. The energy layer defines the properties of elements that concur to the computation of efficiency
(e.g., building exposed surface, roof orientation) and interrogates the geometric layer to get these properties. The
geometric layer runs geometry analysis algorithms to automatically compute these dimensions.

The energy consumption layer aggregates the heterogeneous knowledge of the built heritage that is necessary
for the energy efficiency assessment[1]. Building knowledge comes from different sources as periodic censuses,
historical and thematic urban maps and other previous studies. The information layer considers both general data
and data derived from building and urban morphology. In the first case, general data refers to year/period of
construction and the building’s intended use, while the latter is the S/V ratio, which indicates how large the surface
area S (such as wall, ceiling, roof and window surface areas) is in relation to the building volume V, the urban
context surrounding the building and the incidence of window area on the external envelope of the building.
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The geometric layer consists of a 3D model - a triangle mesh representation of buildings, generated either by
reconstruction from hi-res point clouds produced by specific acquisition surveys, or from low-res data available
at national level [2]. In either case, the salient entities, e.g., buildings, are selected and annotated within the
undifferentiated triangles of the mesh, using information about the building footprints (e.g., from OpenStreetMap
or from cadastral documents). Hence, we compute specific geometric attributes for a class of elements. For the
sake of energy assessment, we focus on the following attributes: (i) exposed surface of buildings; (ii) volume of
buildings; (iii) surface, orientation and slope of roof pitches; (iv) window areas.

Concerning the exposed surface, the external area of a single building can be computed straightforwardly by
summing up the triangle area annotated as that building. Note that adjacent buildings share walls to some extent and
this is an important feature for assessing buildings’ heat loss. Therefore, the adjacency relation among buildings
can be easily obtained by detecting common vertices in building footprints. The approximated shared surface can
be computed as the distance between common vertices pairs multiplied by the difference in the buildings’ height;
then, the total surface minus the shared surface provides the estimated of exposed surface. Regarding the volume
computation, it is sufficient to close each building’s annotated portion and apply volume computation as defined in
[3] (i.e. creating a tetrahedron for each triangle by connecting each of its vertices to the origin and summing up the
corresponding signed volume). We refer to figure 1 for a depiction of city geometric models with annotations and
characterization.

Figure 1: 3D models of Piazza Duomo in Catania, Italy. From left to right: detailed reconstruction from hi-res
data; block reconstruction from low-res data and semantic annotation of buildings (in yellow) and streets (black);
estimated shared surface between adjacent buildings; volume computation on the corresponding tetrahedral mesh.

To detect roof parts for each building, we extended the feature-recognition method in [4] to the urban context.
This approach is designed to recognise geometric primitives (planes, cylinders, cones, spheres, tori) and their
associated parameters in point clouds representing CAD objects; it can be naturally extended to the urban context,
since the main urban elements can be identified by such types of surfaces. It can be also used to find relationships
among the recognised parts (see Figure 2), and it is robust to noise and outliers in the geometric data. In the energy
analysis scenario, it recognises mesh vertices composing the same roof pitch and provides the fitting plane normal
direction. Then, the computation of roof surface, orientation and slope is straightforward. The same approach
cannot be applied to windows, as the window plane mainly coincides with the external walls. Thus, windows are
annotated manually or by images.

Figure 2: Feature-recognition method applied to urban context. (left) part of the point cloud representing a city.
(center) the points that belong to different recognised planes are highlighted in several colours. (right) the geometric
parameters associated with the recognised planes can be used to determine if two planes belong to the same roof.
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3. Results

While the geometric layer can provide information such as the extent of dispersing surfaces, air-conditioned
volume, type of roof, number of pitches, and orientation/exposure, the association of historical data allows deriving
for each building HVAC (Heating, Ventilation and Air Conditioning) and lighting systems data as layout, yearly
hours of operation, system efficiency, energy carrier used and building envelope thermal properties.

Figure 3: Building energy efficiency analysis after the semantic enrichment.

Considering the unique thermal characteristics of each real building and the number of buildings belonging to
the city, some simplifications and a minimum level of energy calculation uncertainty are necessary for mapping
purposes. On the basis of morphological and non-morphological annotated data, a set of building archetypes
representing the building stock is defined. With the previous data, the estimation of the primary energy need (PE)
and of the CO2 emissions (MCO2) produced per square meter of building archetype floor area is assessed through
building energy simulation (BES).

A final additional semantic association links each building of the DT to the correspondent archetype, inheriting
PE and MCO2 values and allowing their punctual mapping over the city territory.

From the integration of this information at a higher scale, an estimation of the energy consumption of all
buildings, or in a portion of it, in the municipal area can be generated to assess potential energy savings as a result
of urban regeneration management policies.

4. Conclusions

The proposed methodology provides the DT of the built heritage a mapping tool for the energy efficiency of
the city buildings. The goals of the DT are twofold. Firstly, starting from the 3D model, to carry out an analysis of
the peculiarities of the built fabric from the energy consumption point of view. Secondly, the DT aims to support
public authorities in evaluating the impact of land transformation decisions and driving future urban policies. We
point out that the accuracy of the computed quantitative properties depends on the resolution of the 3D model, and
in turn, of the input point cloud. The current research is seeking to recognise and annotate more features, such as
windows, as automatically as possible.
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This work proposes a predictive digital twin approach to the health monitoring and management planning of civil
structures. The asset-twin dynamical system and its evolution over time are encoded by means of a probabilistic
graphical model, adopted to rule the observations-to-decisions flow and quantify the related uncertainty. Deep
learning models are adopted to assimilate observational data, and provide structural health diagnostics in real-
time. The digital state is updated in a sequential Bayesian inference fashion, to inform an optimal planning of
maintenance and management actions. A preliminary offline phase involves the population of training datasets
through a reduced-order numerical model, and the computation of a health-dependent control policy.
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1. Introduction

The digital twin (DT) concept represents the most exciting opportunity to move forward predictive maintenance
practices, and thus increase the safety and availability of civil structures. This is nowadays possible as the installa-
tion of data collecting systems has become affordable, and thanks to the advances in learning methodologies.

This work proposes a DT framework for civil structures. The asset-twin dynamical system is encoded by means
of a dynamic Bayesian network (DBN) inspired by [1]. The observations-to-decisions flow is encoded as:

• From physical to digital. Observational data, or measurements, are gathered from the physical system and
assimilated with deep learning (DL) models, see e.g. [2], to estimate the structural health parameters underly-
ing the digital state and describing the variability of the physical asset. This first estimate of the digital state
is then exploited to estimate an updated digital state, according to control-dependent transition dynamics
models describing how the structural health is expected to evolve.

• From digital to physical. The updated digital state is employed to predict the future evolution of the physical
system, thereby enabling predictive decision making about maintenance and management actions.

The DT framework is made computationally efficient through a preliminary offline phase that involves: (i) the
population of training datasets through a reduced-order numerical model, see e.g. [3], exploiting the physics-based
knowledge about the system response. This is useful to overcome the lack of experimental data typical of civil
engineering applications. (ii) training the DL models underlying the structural health identification. This allows for
automating the selection and extraction of optimized damage-sensitive features, to ultimately relate them with the
corresponding structural states in real-time. (iii) learning the health-dependent control policy to be applied at each
time step of the online phase, to map the belief over the digital state onto actions feeding back to the physical asset.

The strategy is assessed on the simulated monitoring of a railway bridge, demonstrating the capabilities of
health-aware DTs of accurately tracking the evolution of structural health parameters under varying operational
conditions, and promptly suggesting the most appropriate control input with relatively low uncertainty.
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2. Methodology

The DT assimilates vibration recordings shaped as multivariate time histories U(µ) = [u1, . . . ,uNu ] ∈
RL×Nu , consisting of Nu time series made of L sensor measurements. To this aim, a simulation-based strategy is
adopted to train DL models on vibration response data, exploiting physics-based models. The asset to be monitored
is modeled as a linear-elastic continuum, discretized in space through finite elements. Its dynamic response to the
applied loadings is described by the semi-discretized form of elasto-dynamics. The model is parametrized through
a vector µ ∈ RNpar of Npar parameters ruling the operational and damage conditions. Damage is modeled as a
localized reduction of the material stiffness, obtained by means of two variables y ∈ N and δ ∈ R, respectively
describing its position, among a set of predefined locations y = 0, . . . , Ny, and its magnitude. To speed-up the
generation of synthetic datasets, a reduced-order model, relying on a reduced basis method, is adopted in place of
the finite element model. The training dataset D is then populated with I instances as D = {(Ui, yi, δi)}Ii=1.

In order to detect, locate, and quantify the presence of structural damage, a classification DL model NNCL :
U → y is adopted to address damage detection/localization, and regression DL models NNj

RG : U → δ, with
j = 1, . . . , Ny, are subsequently adopted to address damage quantification.

The DBN defining the asset-twin dynamical system is sketched in Fig. 1. The physical state St ∼ P (st),
encapsulates the variability in the state of the asset. The digital state Dt ∼ P (dt) is instead characterized by
the structural health parameters adopted to capture such a variability. The observed data Ot = ot are assimilated
with the DL models, to provide a first estimate of the digital state DNN

t ∼ P (dNN
t ). This is then adopted in a

Bayesian inference fashion, to update the prior belief Dt−1 and estimate an updated digital state Dt. This can thus
be exploited to compute quantities of interest Qt ∼ p(qt) and to suggest the next control input. Ut ∼ P (ut) and
UA
t = uAt denote the belief about what action to take and the control input effectively enacted, respectively. Ut

is estimated according to a control policy, that is computed offline by solving the planning problem induced by
the expected evolution of the structural health. This involves maximizing the reward Rt ∼ p(rt) quantifying the
asset performance over the planning horizon. By exploiting the conditional independence resulting from the graph
topology and the Bayes rule, the joint distribution over variables is factorized up to the current time step tc, as:

p(DNN
0 , . . . , DNN

tc , D0, . . . , Dtc , Q0, . . . , Qtc , R0, . . . , Rtc , U0, . . . , Utc |o0, . . . , otc , uA
0 , . . . , u

A
tc)

∝ ∏tc
t=0

[
ϕdata
t ϕhistory

t ϕNN
t ϕQoI

t ϕcontrol
t ϕreward

t

]
,

(1)

ϕdata
t = P (Ot = ot|DNN

t ), ϕhistory
t = P (Dt|Dt−1, U

A
t−1 = uA

t−1), ϕNN
t = P (Dt|DNN

t ),

ϕQoI
t = p(Qt|Dt), ϕreward

t = P (Rt|Dt, U
A
t = uA

t ), ϕcontrol
t = P (Ut|Dt).

(2)

Since the spaces of the unobserved variables is discrete, we can propagate and update the relative belief exactly
with a single pass of the sum-product algorithm. Starting from the updated digital state Dtc , prediction in future is
then achieved by unrolling until a desired prediction time the portion of the graph relative to Dt, Qt, Rt and Ut.
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Figure 1: Adopted DBN: circle nodes denote random variables, square nodes actions, and diamond nodes the ob-
jective function. Bold outlines denote observed quantities, thin outlines estimated quantities. Solid edges represent
dependencies encoded via conditional probability tables, dashed edges encode out-of-the-graph computations.
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3. Simulated experiment

The DT framework is applied to the simulated monitoring of a railway bridge. Synthetic vibration recordings
U are obtained from Nu = 10 sensors deployed as depicted in Fig. 2a. In addition to the undamaged condition,
damage is accounted for by means of a stiffness reduction that can take place within Ny = 6 predefined subdomains
Ωj , j = 1, . . . , Ny, with magnitude δ ∈ [30%, 80%]. The structural health parameters underlying the digital state
are therefore d = (y, δ). We consider the following control inputs: do nothing (DN) – the physical state evolves
according to a stochastic deterioration process; perfect maintenance (PM) – the asset returns to the damage-free
state; restrict operational conditions (RE) – only light weight trains are allowed to travel across the bridge, yielding
a lower deterioration rate and a lower revenue. Fig. 2b reports a sample DT simulation, in which the variation in
the digital state is estimated every time a train travels across the bridge. Damage initially develops within Ω5. The
RE action is suggested as soon as the DT estimates a δ ≥ 35%, after which point the DT keeps on tracking the
structural health evolving with a lower deterioration rate. A PM action is finally suggested due to an excessively
compromised structural state. A similar behavior can be observed for the following damage scenario affecting Ω6.

(a)

centered at 0.95% and featuring a standard deviation equal to 0.5%. The resulting trajectory of
the structural health parameters is intended to represent periods of gradual degradation in the
structural health, as well as sudden changes due to discrete damage events.

The transition model P (Dt+1|Dt, U
A
t = uA

t ) associated to the DN action assumes that damage
may start in any subdomain ⌦j , with j = 1, . . . , Y , with probability equal to 0.1, and then grow to
the next � interval with the same probability. For the transition model associated to the RE action,
this probability is assumed to decrease to 0.03. The transition model assumed for the PR action
instead maps the Dt belief to a belief Dt+1 associated with a damage-free condition, independently
of the current condition.

In this case, the two reward functions in Eq. (21) are chosen as:

Rcontrol
t (uA

t ) =

8
<
:

+30, if uA
t = DN,

�250, if uA
t = PM,

+27, if uA
t = RE,

Rhealth
t (dt) =

8
<
:

+0, if y = 0,
�exp(5�) + 4, if y 6= 0,
�250, if � � 79%,

(27)

where the last contribution in Rhealth
t penalizes excessively compromised structural states with a

significantly negative reward.

3.3.3 Results

During the o✏ine phase, we solve the planning problem in Eq. (20) by assuming a discount factor
� = 0.90, and a weighting factor ↵ = 1. The resulting control policy ⇡(Dt) recommends that the
asset operates in ordinary conditions until when � � 35%, at which point it should fall back to the
more conservative RE regime in order to minimize further degradation until when � � 65%, and
after that point the bridge should be repaired.

Fig. 14 reports a sample simulation of the DT online phase up to time step tc = 60. The DT
correctly tracks the digital state with relatively low uncertainty. Damage initially develops within
⌦5, and the DT follows its evolution with a limited delay of at most two time steps, with respect
to the ground truth, due to the need of updating the relative prior belief from the previous time
steps. The RE action is suggested as soon as the DT estimates a � � 35%, after which point the
DT keeps on tracking the structural health parameters evolving with a lower deterioration rate,
until when a PM action is suggested due to an excessively compromised structural state. A similar
behavior can be observed for the following damage scenario a↵ecting ⌦6.

Figure 14: Railway bridge online phase of the digital twin framework. Probabilistic and best point
estimates of: (top) digital state evolution against the ground truth digital state; (bottom) control
inputs informed by the digital twin, against the optimal control input under ground truth.

Fig. 15 reports the predicted evolution of the digital state and control inputs, from tc = 5

19

(b)

Figure 2: (a) details of synthetic recordings related to displacements u1(t), . . . , u10(t), and predefined damageable
regions Ω1, . . . ,Ω6; (b) probabilistic and best point estimates of (top) digital state evolution against the ground
truth digital state, and (bottom) informed control inputs against the optimal control input under ground truth.

4. Conclusions

In this work, we have proposed a predictive digital twin approach to the health monitoring of civil structures, to
move forward predictive maintenance practices. The obtained results have demonstrated the digital twin capabilities
of tracking the digital state with relatively low uncertainty, and promptly suggesting the appropriate control input.
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This paper describes the preliminary results of the REVOLUTION project, focused on designing and implement-
ing an open-source, digital twin-based platform for the structural health monitoring of architectural buildings
and infrastructures. The platform leverages several technologies, such as 2D/3D digitalization techniques, sensor
networks, numerical modelling, and damage detection algorithms. Integrating such technologies will allow us
to build accurate digital twins of historical buildings, monitor their dynamic properties, model their mechanical
behaviour, detect damages and anomalies and plan intervention strategies.

Keywords: historical buildings, structural health monitoring, numerical simulations, digital twin, open-source

1. Introduction

The idea of digital twin dates back to the first years of 2000 [1], and its application to architectural heritage is
relatively recent and has yet to be thoroughly exploited. A review of the literature on using the digital twin approach
to monitor, maintain and protect architectural constructions is given in [2]. This paper presents the preliminary
results of the REVOLUTION project aimed at designing and developing an open-source digital twin platform for
buildings of historical importance and infrastructures. After briefly outlining the platform under development,
the paper describes an application of the digital twin paradigm to the Guinigi tower in Lucca. The results of the
long-term dynamic monitoring campaign conducted on the tower via a sensor network are briefly recalled and the
importance of experimental data for calibrating a finite element model of the tower and assessing its structural
safety is emphasised.

2. The REVOLUTION project and its open-source platform

Digital twins are virtual representations of physical systems that use sensor networks, hardware and data to
provide probabilistic and deterministic previsions on such systems’ actual and future states. Implementing a digital
twin platform for structural health monitoring is based on the (i) development of flexible and efficient protocols
for 3D digitalization and CAD modelling of complex scenario and (ii) integration of data provided by advanced
numerical simulations and data measured by the monitoring system and development of tools to make predictive
assessments and support the decision process. Algorithms for detecting damages induced by the environmental
impact, human activities and seismic actions and highlighting anomalies in the dynamic behaviour of the structure
under examination will complement the platform’s capabilities. The platform’s core is NOSA-ITACA, a code de-
veloped by ISTI-CNR to disseminate the use of mathematical models and numerical tools in the field of Cultural
Heritage. NOSA-ITACA [3] combines the finite element solver NOSA and SALOME [SAL], an open-source plat-
form for pre- and post-processing operations and enables static and dynamic analysis of structures made of linear
elastic and masonry mate-rials, thermomechanical analysis in the presence of thermal loads and can be applied to
modelling restoration and reinforcement operations on constructions of architectural interest. The code adopts the
constitutive equation of masonry-like materials and models masonry as a homogeneous isotropic nonlinear elas-
tic material with zero or weak tensile strength and infinite or bounded compressive strength. Recently, numerical
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Figure 1: Sketch of the platform implemented within the REVOLUTION project.

methods for constrained generalized eigenvalue problems have been implemented in NOSA-ITACA to address
the modal analysis of linear elastic structures. The latest developments of the code focused on the integration of
numerical simulations with experimental tests. Thus, algorithms for the finite element model updating, aimed at
calibrating the FE model of a structure using its experimental frequencies and mode shapes, have been implemented
in NOSA-ITACA, along with a new numerical procedure, which relies on linear perturbation and allows to model
the influence of cracks on the dynamical properties of a masonry structure. A description of the main features of
the NOSA-ITACA code is provided in [3], where several case studies are presented. Within the framework of the
REVOLUTION project, NOSA-ITACA will be modified in such a way as to work as a platform able to interface
with other tools necessary to build and manage the digital twin of historical structures and infrastructures. The
main functionalities of the platform developed within the REVOLUTION project are sketched in Figure 1.

In particular, the platform will feature the following activities.
1. To carry out the 3D digital acquisition of the under-study structure’s geometry via laser scanner techniques.

A semiautomatic algorithm will be developed to process and transform the point cloud into a finite element
mesh for structural analyses. The acquisition phase of the construction will be conducted by the European
Research Infrastructure for Heritage Science (https://www.e-rihs.it) coordinated by the CNR.

2. To apply OMA techniques to the data recorded by the sensor network installed on the structure and calculate
the modal parameters of the structure (frequencies, modal shapes, damping ratios). The monitoring system
will measure the vibrations induced on the structures by natural and anthropic actions (wind, earthquakes,
traffic, crowd movements, etc.) and some environmental parameters (temperature, humidity, wind velocity
and directions, etc.). The recorded data will be sent via the Internet to the platform hosted on a remote
workstation at ISTI-CNR, where the processing and analysis operations will be carried out. Modal tracking
and damage detection tools will be implemented.

3. To calibrate the finite element model of the structure described in 1. FE model updating algorithms will
make it possible to determine some unknown parameters of the model (mechanical properties, boundary
conditions, etc.) using the experimental data obtained in 2. The updated model will be used to simulate its
behavior in the presence of dynamic loads and temperature variations and assess its structural safety.

The Guinigi tower in Lucca (Figure 2), dating back to the XIV century, was chosen as test bed of the platform.
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Figure 2: The Guinigi tower

The tower, one of the most iconic monuments in Lucca, was continuously monitored from June 2021 to October
2022 by high-sensitive seismic stations that recorded the structure’s response to the dynamic actions of the sur-
rounding environment. A Virtual Private Network allowed sending the data record-ed from the instruments to a
server hosted at ISTI-CNR for storage and processing. A detailed analysis of the velocities recorded on the tower
and the experimental frequencies calculated via the SSI/Cov algorithm is reported in [4], where the dependence of
frequencies on temperature and humidity, as well as the effect of the visitors on the tower’s dynamic behaviour,
were investigated. A finite element model of the structure was calibrated via the optimization algorithm imple-
mented in NOSA-ITACA aimed at minimizing the distance between the structure’s natural frequencies evaluated
experimentally and their numerical counterparts evaluated by modal analysis, in a feasible set.
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Effective tools to characterize the structural response under operational conditions are critical to ensure the re-
liability of structural health monitoring (SHM) systems. The current structural condition as well as relevant
historical data have to be taken into account to have an up-to-date representation of the actual physical system in
operation. Digital twins can play a primary role in the evaluation of the current condition of the structure and in
anomaly detection to support structural maintenance. Building Information Modelling (BIM) is currently show-
ing a potential in this perspective thanks to the possibility of collecting miscellaneous data and information in a
unified platform. So, an effective integration between the two is highly desirable. Relevant information coming
from SHM systems can be integrated into a BIM model of a structure to make them available for interrogation
and further analyses. The development of a digital twin of a historical structure combining SHM data, BIM,
and finite element model updating is illustrated pointing out its promising applicative perspectives for structural
maintenance.

Keywords: digital twin, operational modal analysis, building information modelling, model updating

1. Introduction

SHM is currently recognized as a key technology for structural assessment and maintenance of civil struc-
tures [1]. Remote and automated damage detection can take advantage of the integration of SHM with advanced
numerical modelling and simulation tools to enhance its capabilities in the interpretation of data [2]. BIM is also
increasingly applied in civil engineering because of its potential, recognized by recent codes [3, 4], in enhancing the
exchange of information between the technicians involved in the design and con-struction process, and in optimiz-
ing construction time and costs. While the potential of BIM for newly built structures is currently well-established,
its applicative perspectives in the field of management, maintenance and rehabilitation of existing structures are
still under investigated. Taking into account that advanced SHM technologies can effectively support structural
maintenance of existing structures and infrastructures, the integration of data and information from advanced SHM
systems can further enhance the effectiveness of 6D BIM in the management of structures [5, 6, 7]. The present
study focuses the attention on such SHM-BIM integration for the development of the digital twin (DT) of a his-
torical structure, also exploiting the opportunities of model updating to obtain representative structural models in
operational conditions.

2. Digital Twin development

The investigated case study is the Tower of the Nations, a historical building located in the area of the Mostra
D’Oltremare urban park in Naples, Italy. The reinforced concrete structure is characterized by two blind and two
completely see-through parallel façades, with elevator shafts and stairs located in the central part. Most of the lev-
els are characterized by alternate floors, which cover just a half of the imprint area of the building. The structural
system is very original because, in spite of consideration of gravity loads only in structural design, it shows several
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Figure 1: Families created in Revit for sensors and data acquisition system (a), BIM model (b).

elements (walls, braces) able to increase the lateral stiffness of the structure and to provide some capacity against
horizontal actions. The mechanical characteristics of materials were obtained from drill cores and non-destructive
tests, and the modal properties of the structure by OMA tests [8] have been considered in this application, together
with original design drawings and results of geometric and structural surveys, for the development of the BIM
model and the DT. For an effective integration between BIM and SHM and to provide the BIM model with some
data processing capabilities, the open-source visual programming language Dynamo was used. The first step con-
cerned the creation of new Revit Families allowing the insertion of new information of different nature in the same
work environment; specifically, the newly created families contained technical information about the SHM equip-
ment. This operation allows defining the positions of SHM equipment and assessing possible interferences with
the ordinary activities. Families for sensors and data acquisition system have been created, and the corresponding
elements (Fig. 1a) have been symbolically introduced into the BIM model (Fig. 1b) and coupled with the actual
physical devices as described hereafter.

The data are transferred from the SHM system to the BIM model bidirectionally, by creating a direct corre-
spondence between the database of the BIM and that of the SHM system collecting the experimental data. The
database of the SHM system for the present application was a relational MySQL database collecting simulated
data about the evolution of the natural frequencies of the fundamental modes of the structure over time. To assess

Figure 2: Temperature time series recorded in October 2020 in Naples (a), estimated Young’s modulus of concrete
by continuous model updating (b).
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the effectiveness of the integrated solution for DT developed in the context of the present study, continuous modal
parameter monitoring results have been simulated starting from the results of some OMA tests carried out on the
structure in the past [9]. The simulated data were representative of the variability of the modal properties with
temperature [9] (Fig. 2a). Random noise has been also added to the simulated data to make the time series as
much realistic as possible. The opportunity of using SHM data for continuous model updating has been verified
afterwards. A DT representative of the structural behavior in operation and able to replicate the structural response
under varying environmental conditions was obtained (Fig. 2b).

3. Conclusions

The present study discussed how a DT of a historical structure can be effectively set by taking advantage of the
integration of different technologies into a unified environment through the implementation of an appropriate code
for continuous model updating based on SHM data. Encouraging results have been obtained in terms of capability
of the DT to indirectly follow the evolution of material properties due to environmental effects.
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Digital twin technology has opened new avenues for enhancing agricultural practices through advanced simu-
lation and control systems. In this study, we present the development and implementation of a digital twin for
an outdoor mobile robot specifically designed for agricultural tasks. The digital twin comprehensively repre-
sents the robot’s mechanical system, including its sensors and actuators. The digital twin simulates the robot’s
movement, perception, and interaction with the surrounding environment. The results of our simulations aim at
demonstrating the effectiveness of the digital twin-based simulation approach in improving the performance and
productivity of the outdoor mobile robot in agricultural settings.

Keywords: digital twin, agricultural robotics, simulation frameworks

1. Introduction

The Digital Twin (DT), which represents a virtual counterpart of a physical product, system, or process, is a
rapidly emerging technology that has gained popularity due to its versatility across various application fields such
as manufacturing, smart cities, healthcare, and agriculture [1] [2] [3]. In agriculture, one of the open issues to
face is to develop autonomous navigation algorithms as a fundamental prerequisite for achieving full autonomy in
performing agricultural tasks [4]. The availability of digital version of real platforms allows algorithms to be tested
in advance and to observe the platform behavior under different operating conditions. In [5], a DT has been used
during the initial phases to test the navigation algorithm for an AMR (Autonomous Mobile Robot) vehicle in a
production hall. In [6] the DT of an underwater platform has been presented and is used to validate the feasibility
of control algorithms for unmanned systems in real marine environments.

This work deals with the development of the digital twin of an all-terrain robotic platform operating in a
vineyard. The implementation of a realistic model of the agricultural scenario and of the mobile robot is presented.
The primary objective of the digital twin is to enhance the development and validation of autonomous navigation
algorithms in a simulated world, allowing for thorough testing prior to deployment in actual operational conditions.
The virtual representation of the robotic platform and the agricultural environment has been generated using Gazebo
11 [7], an open-source 3D robotics simulator. This enables the testing and validation of algorithms developed within
the ROS (Robot Operating System) framework.

2. The mobile robotic platform CNRbot

This work introduces the digital twin of a research robotic platform here referred to as CNRbot, depicted in
Fig.1. The CNRbot is an all-terrain mobile robot equipped with a locomotion system consisting of four steering
and driving wheels, as well as two swing arms with suspensions. Its versatile design allows it to be used in a
wide range of applications, both indoors and outdoors, including agriculture and industrial settings. Thanks to its
robust suspension system, the vehicle delivers excellent performance even on rough terrains and during heavy-duty
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Figure 1: The unmanned ground vehicle available at CNR-STIIMA.

Figure 2: The simulated environment developed in Gazebo composed by a vineyard row and the digital twin of the
robotic platform equipped with several sensors.

tasks. Additionally, the robot exhibits omni-directional movement capabilities, as its four wheels can rotate by 180
degrees around their vertical axis.

3. Design and development of the digital twin

This section will discuss the digital twin of the robotic platform, introduced in Sec.2. The digital version of the
robot has been developed using ROS and Gazebo. ROS is an open-source framework designed to assist developers
in creating and managing robot applications. Gazebo refers to a simulator engine that enables the configuration
of customized environments and the simulation of real robotic devices. As depicted in Fig. 2, the model includes
a simulated environment, which consists of a vineyard row, and the robot model. The 3D model of the vineyard
was created using a 3D modeling software, namely Blender, from which the DAE (Digital Asset Exchange) file
was obtained. Then, the simulated environment in Gazebo has been created by adding the DAE file and the texture
representing the vineyard row into a custom WORLD file.

Since the CNRbot is a customized robot, there was no existing model available in Gazebo. Therefore, a URDF
(Unified Robot Description Format) file was generated using a SolidWorks plugin, starting from the CAD model.
The URDF file incorporates information about the robot’s links, such as the base and the various components
including the wheels, and how those components are related to each other. Furthermore, physics engine like
Gazebo require physical properties, such as inertial characteristics, to be specified. Gazebo allows also simulation
of sensors, which can be added as a geometric component of the robot. To enable the publication of sensor data,
it is required to incorporate the corresponding plugin for the used sensors into the robot model. In our case study,
the robot is equipped with sensors that allow it to perceive the environment and perform self-localization, in detail,
sensory device capable of creating a 3D model of the surrounding environment, such as an RGB-D camera or a
lidar. In order to simulate properly, it is necessary to specify the transmission attribute for each non-fixed joint,
specifically for each of the robot’s wheels, as well as the speed controller. Without loss of generality, we assume
that the robot moves with a speed controlled by a skid steering drive controller, despite having steering wheels.
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Finally, in this simulated environment, it is possible to estimate the robot’s relative pose (i.e., distance and ori-
entation with respect to the row) [8], test and validate the row-following algorithm [9], and observe the performance
of the system prior to deployment in actual operational conditions.

4. Conclusion

This paper presented the development of a digital twin built using ROS and Gazebo 11 for an all-terrain robotic
platform operating in a vineyard. The implementation included the creation of a realistic model of the agricultural
scenario and of a customized agricultural robot.

By leveraging the capabilities of the digital twin, it is possible to optimize algorithms, assess their performance,
and identify potential challenges in a safe and controlled virtual environment. This approach significantly reduces
the risks associated with field testing, while improving the overall reliability and robustness of the autonomous
navigation system.
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Within the context of the Iliad project, the authors present early design mock-ups and resulting technical chal-
lenges for a 2D/3D/4D geo-data visualisation application focused on microparticle flows. The Iliad – Digital
Twins of the Ocean project (EU Horizon 2020) aims to develop a ‘system of systems’ for creating cutting-edge
digital twins of specific sea and ocean areas for diverse purposes related to their sustainable use and protec-
tion. One of the Iliad pilots addresses the topic of water quality monitoring by creating an application offering
dynamic 2D and 3D visualisations of specifically identified microparticles, initially observed by buoys/sensors
deployed at specific locations and whose subsequent flows are modelled by separate software. The main up-
coming technical challenges concern the data-driven approach, where the application’s input data is completely
obtained through external API-based services offering (near) real-time observed data from buoys/sensors and
simulated data emanating from particle transport models.

Keywords: ocean digital twin, real-time sensor data, 2D & 3D data visualisation, time series data visualisation

1. Introduction

The Iliad – Digital Twins of the Ocean project (EU Horizon 2020) aims to develop a system of systems for
creating cutting-edge digital twins of specific sea and ocean areas for diverse purposes, notably related to their
sustainable use and protection. The project will fuse a large volume of data in a semantically rich and data-agnostic
approach to enable simultaneous communication with real-world systems and models. Ontologies and a standard
style-layered descriptor will facilitate semantic information and intuitive discovery of underlying information and
knowledge to provide a seamless experience. The combination of geovisualisation, immersive visualisation and
virtual or augmented reality allows users to explore, synthesize, present, and analyse the underlying geospatial data
in an interactive manner. To develop and demonstrate its ‘system of systems’, the Iliad project relies strongly on
20+ pilots, i.e., actual ocean digital twin instances at specific areas for specific purposes [1].

One of the Iliad pilots addresses the topic of water quality monitoring by creating an application offering
dynamic 2D and 3D visualisations of specifically identified microparticles, initially observed by buoys/sensors
deployed at specific locations and whose subsequent flows are modelled by separate software. Different micropar-
ticles might be monitored through such an application, notably micro-organic or microplastics. Other so-called
transport models might subsequently be used to extrapolate how the observed microparticles flow in and beyond
the sea area around the buoy/sensor over the next hours, days or weeks. The end-user should be able to view
this in both 2D (top-down) and 3D, and in both cases with time controls (the ‘4D’ aspect). In the end, the appli-
cation should also offer an alerting service, so end-users can also be notified of certain (concentration levels of)
microparticles when they are observed by the buoy/sensor and base their use of the application on such an alert or
notification.
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Two of the Iliad partners involved in this pilot are SINTEF Ocean and NTNU. Based in Trondheim, Norway,
they developed and deployed OceanLab, which includes a research buoy for essential ocean variables, a micropar-
ticle observing camera, a machine-learning-based particle recognition algorithm, and an infrastructure for (near)
real-time data retrieval.

Breda University of Applied Sciences (BUas) supports this pilot by leading the development of new visual-
isation software. Based in Breda, the Netherlands, BUas’ Academy of AI, Games Media offers internationally
highly regarded educational and research programmes with innovative technologies (particularly game and media).
Over the past seven years, several BUas’ RD staff have developed more and more expertise in using geo-data
from Geographical Information Systems (GIS) with game engines, notably Unity and Unreal, to create engaging,
user-friendly, multi-user systems for 2D, 3D and 4D marine/maritime planning, simulations and visualisations.
With this expertise and continued interest, BUas will develop a key system for interactive 2D/3D/4D microparticle
visualisations within the Iliad ‘system of systems’ for any other interested pilot or future digital twin of the ocean.

In this extended abstract, the authors explain through early mock-ups the design they are considering for the
interactive 2D/3D/4D microparticle visualisation application and the resulting technical challenges they expect to
face. The latter is also the result of the data-driven approach taken in developing this application, which is also
further explained.

2. First Interface Design Mock-ups

Figure 1: Mock-up of 2D/map-based microparticle visualisation interface, with time controls.

BUILD-IT Workshop 2023 – BUILding a DIgital Twin: requirements, methods, and applications 63



Figure 2: Mock-up of 3D microparticle visualisation interface.

3. Technical Challenges

The main objective here is to create a new bit of software that can take any (near) real-time observed and
modelled flow of microparticles delivered through multiple services’ APIs and offer 2D and 3D visualisations, also
dynamically throughout an appropriate period (hence the 4D). Ideally, the trigger for using the application is not the
users themselves but also the application alerting those users of certain types and concentrations of microparticles.
Given our expertise with game engines and our wish to provide an interface with which end-users can quickly and
seamlessly switch between 2D and 3D visualisations of high quality, we will develop this as a native Windows and
macOS app using the Unity 3D game engine. Given this main objective and taking an agile/iterative approach to
the development of this system, we are currently working on the following main technical challenges:

• Identifying appropriate 3D time-series-based geo-data standards and protocols serving as input data for this
application, usable for both (near) real-time observed data emanating from buoys/sensors and simulated data
obtained from particle transport models.

• Ensuring the input data provides complete and correct metadata of again appropriate standards so that the
application has absolutely nothing hard-coded and can present the input data in a way that the user can fully
understand it.

• Actually getting the application to on-the-fly obtain the input data in ‘bursts’ or streams from different
sources, i.e., the (near) real-time observed sensor data and the output data of the particle transport model.

• Implementing key modular functionalities (particularly the alerting functionality) of the user experience as
separate applications or services to add as another system within Iliad’s ‘system of systems’.

• Integrating the separate services or components seamlessly and with limited to no lag for an optimal end-user
experience.
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We introduce the concept of holistic Digital Twin of the Ocean (h-DTO), a novel physics-based and data-driven
integrated model, which uses AI and Decision Support Systems to model the complex relations between all sys-
tems composing a marine area. The h-DTO models a marine area as a system of systems. The AI components
process data flows to simulate ecosystem functions and answer complex questions about the ecosystem’s state,
response to perturbations, and the future change of biodiversity and ecosystem services. The h-DTO overall
aims to enhance the ecosystem understanding and improve our knowledge of the oceans. In this paper, we give
indications of the main h-DTO features and propose design and implementation pathways.

Keywords: holistic digital twin of the ocean, artificial intelligence, decision support systems, marine ecosys-
tems, ecosystem functions

1. Introduction

The unsustainable exploitation of ocean resources - with overfishing, chemical and physical pollution, and
heavy maritime traffic - is threatening European oceans, seas, and coasts [1]. Climate change is exacerbating this
issue. To mitigate this pressure, there is an urgent need for new intelligent digital technologies [2]. Integrated
Environmental Assessment (IEA) systems and Ecosystem Models (EMs) can model causal links between anthro-
pogenic driving forces, environmental pressures, and the impact on and response of ecosystems [3]. However,
these models heavily rely on data interoperability and scalability capacity and use heuristic and non-automatic
approaches with limited result transparency. Artificial Intelligence (AI) can help overcome these limitations and
develop scalable and robust virtual representations as Digital Twins of the Ocean (DTOs), combining data from
different, heterogeneous, and real-time data flows.

The present paper introduces a new physics-based and data-driven integrated model corresponding to a holistic
concept of DTO (h-DTO). It empowers AI models with physical/biological laws to model the complex relations
between the systems composing a marine area. The h-DTO considers the ocean as a system of systems (e.g.,
morphological, geological, chemical, physical, biological, and economical). Its AI components process data flows
to simulate a functioning marine ecosystem and answer complex questions about its current state, its resilience and
expected responses to perturbations, and the future change and impact on resident species and ecosystem services.
The h-DTO adapts to the available data of a marine area - rather than being constrained to a minimum type and
quantity of data - performs predictions and informs decision makers.

2. Research questions

An h-DTO addresses the following research questions:
1. Can we operate sustainably in a local marine area, given the interconnections between ecosystems and activ-

ities and existing constraints from complex natural and anthropogenic driving forces acting on the area?
2. Can we predict ecosystem responses to perturbations and disruptions?
3. Can we predict long-term changes to the ecosystem and blue economy due to climate change effects?
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These macro-questions require answering more detailed research questions, such as:
1. Can we automate the discovery of natural relations between the ecosystem, environmental conditions, and

anthropogenic stressors?
2. Which data are required within a Decision Support System (DSS) to generate reliable predictions and sug-

gestions?
3. Can AI fill the possible gaps in these data?
4. How can the DSS scale?
5. Can the data and results produced for one area inform the DSS of another area?
6. How can consequences from AI-driven biases, assumptions and omissions be identified and mitigated?

3. Theoretical framework

The h-DTO adopts a Bayesian-like approach for decision support. It follows a marine environment over time
through environmental monitoring and data accumulation. Meanwhile, it infers information about the exploitation
and ecological sustainability of the marine area, the status of the ecosystem, and its capability to adapt to climate
change (e.g., sea level rise, extreme events, and long-term change). The h-DTO constantly collects new data,
integrates these with existing data - available from public and local providers, IoT, and possibly citizen-science net-
works -, assimilates past and new data with data-driven and physics-based computational models, and intelligently
reuses historical heterogeneous data and models via cloud-based analyses. Overall, it can predict the evolution of
a marine environment under the effects of heterogeneous driving forces acting on the areas and helps optimise and
conserve resources while considering the policies in place.

An active h-DTO should live within a virtual environment of an Open Science-compliant e-Infrastructure to
ensure repeatability, reproducibility, and reusability features for all models and publish, communicate, and dissem-
inate maps and data through long-term sustainable catalogues. These features should guarantee access and sharing
facilities for the marine research activities and campaigns, the re-processed data flows, and the forecasts. The cat-
alogues and the virtual environments should promote the h-DTO predictions, assessments, knowledge gap filled,
and the emerging possibilities to build productive interactions with the research and industrial sectors. Moreover,
they should increase coastal communities’ involvement, consensus, and sense of responsibility.

The recipe for building such a system requires working on four main dimensions: (i) Data census, which
requires identifying available oceanographic, biodiversity, maritime, social, and fisheries data flow; (ii) strategies to
standardise and gap-fill the identified data flows and improve their usability in AI models; (iii) design of AI models
to automatically discover ecosystem functional connections; (iv) design of DSSs to simulate complex relations
within the ecosystem and answer the research questions.

One critical aspect is model scalability. The h-DTO must have modularity, scalability, and adaptability features,
such as:

• spatial scalability, i.e., generalisation from local to extensive areas;
• complexity adaptability, i.e., managing from uniform to heterogeneous data flows and drivers;
• integration scalability, i.e., managing from one area to different areas;
• sensitivity adaptability, i.e., adapting from data-poor to data-rich scenarios.

The number of satisfied scalability features is proportional to the predictions’ robustness.
As for the models and processes, these should also be oriented to satisfying the research questions. Models

should include (i) optimisation algorithms (e.g., operation research, simulated annealing) for resource conservation
and optimisation; (ii) AI models (e.g., Machine- and Deep-learning, Maximum Entropy, and hybrid mechanistic
correlative models) to simulate ecosystem functions and produce information for enhancing and speeding up tradi-
tional EMs (e.g., Ecopath with Ecosim); (iii) AI models combined with oceanographic and environmental forecast
models (e.g., DIVA, ECHAM5) and signal processing models (e.g., Singular Spectrum Analysis, Fourier Analysis)
for long-term projections; (iv) state-space models (e.g., Markov Chain Monte Carlo methods) and unsupervised
models to unfold natural complex relations between the data; (v) feature selection and model sensitivity analysis
to identify the data carrying the highest information amount; (vi) multidisciplinary AI approaches to fill data gaps;
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Figure 1: Conceptual schema of a multi-area h-DTO.

(vii) Open Science model and data reusability platforms to create interconnections between different DSSs.

4. Conclusions

The h-DTO is a novel, dynamic paradigm to unfold the understanding of essential ecosystem functions, the
interactions between the driving forces acting on a marine area, and overall make oceans more understandable and
predictable. The research questions addressed are indeed classic, unsolved questions in ecosystem modelling. A
prototype h-DTO could be built on small PMAs guaranteeing easier control of the mathematical, numerical, and
data interoperability challenges. The information available for each area should include data on marine biodiver-
sity, cultural heritage, ship traffic, fishing and overfishing, plastic, artificial and organic waste, and climate change
effects. The uncertainty of the DSSs should decrease with the increase in the completeness of the data flows.
Multidisciplinarity is integral to developing an h-DTO because designing all components requires combining dif-
ferent skills from different disciplines. The realisation of an h-DTO project alone demonstrates the added value
of multidisciplinary research actions for meeting environmental and societal challenges and improving the current
ecosystem understanding at the levels of data, ecosystem functions, spatial planning, and predictions.
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Within the context of the Iliad project, the authors present technical challenges and the first results of having
valid 3D scenes of (non-)existing offshore wind farms procedurally and automatically generated within either
the Unreal or Unity game engine. The Iliad – Digital Twins of the Ocean project (EU Horizon 2020) aims to
develop a ‘system of systems’ for creating cutting-edge digital twins of specific sea and ocean areas for diverse
purposes related to their sustainable use and protection. One of the Iliad pilots addresses the topic of offshore
floating wind farm construction or maintenance scenario testing and validation using the Unity 3D game en-
gine. This work will speed up the development of these scenarios by procedurally and automatically creating
the Uni-ty 3D scene rather than manually (which is done at present). The main technical challenges concern the
data-driven approach, in which a JSON configuration file drives the scene creation. The first results show a base
wind farm running in Unreal 5.1. The final product will be able to handle environmental conditions, biological
conditions and specific human activities as input parameters.

Keywords: ocean digital twin, procedural content generation, 3D scene generation, offshore wind farm, game
engines

1. Introduction

The Iliad – Digital Twin of the Ocean project (EU Horizon 2020) aims to develop a ‘system of systems’ for
creating cutting-edge digital twins of specific sea and ocean areas for diverse purposes related to their sustainable
use and protection. The project will fuse a large volume of data in a semantically rich and data-agnostic approach to
enable simultaneous communication with real-world systems and models. Ontologies and a standard style-layered
descriptor will facilitate semantic information and intuitive discovery of underlying information and knowledge to
provide a seamless experience. To develop and demonstrate its ‘system of systems’, the Iliad project relies strongly
on 20+ pilots, i.e., actual ocean digital twin in-stances at specific areas for specific purposes [1].

One Iliad pilot concerns the creation of a 3D interactive digital twin of a part of an offshore floating wind farm
to test and ultimately validate specific complex construction or maintenance operations scenarios under particular
conditions. This could be an existing or soon-to-be-developed farm. The main conditions of interest are weather
conditions, which could entail current and extreme conditions observed over a certain time. In terms of scenarios,
this pilot will typically deal with construction ships operating large and heavy cranes and other specialised con-
struction equipment to install or upgrade wind turbine components or entire turbines. Since both the vessel and
the turbine are floating, wave dynamics are highly important, and thus high-fidelity wave and related or responding
physics simulations are paramount. The digital twin would be used by concept engineers and operators to vali-
date and optimise the full operations ahead of time and to define operational windows related to environmental
conditions. The primary and practically sole concern is the safety of involved personnel and assets.
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One Iliad partner is CEA Saclay NanoInnov ( The French Alternative Energies and Atomic Energy Commis-
sion). Based in France, CEA is a key player in several areas of research, development and innovation. In particular,
the Interactive Simulation Lab develops interactive digital twins for industrial applications. As explained, CEA
already uses and applies the Unity game engine to develop, test, and ultimately validate offshore floating wind farm
operation scenarios. As such, they are the pilot’s leader within the Iliad project. The Unity 3D scene is currently
developed manually.

Another Iliad partner involved in this pilot is Breda University of Applied Sciences (BUas). Based in Breda, the
Netherlands, BUas’ Academy of AI, Games Media offers internationally highly regarded educational and research
programmes with innovative technologies (particularly game and media). Over the past 10+ years, several BUas’
Games staff developed more and more expertise with procedural and automatic generation of 3D environments
using game engines, particularly Unreal, but also Unity. With this expertise and continued interest, BUas sees an
opportunity to develop a key system for the Iliad pilot on offshore floating wind farm operation validation, as well
as within the whole Iliad ‘system of systems’ for use by any other interested pilot or future digital twin of the ocean.

In this extended abstract, the authors explain and demonstrate through early prototypes the approach they are
currently taking for the procedural and automatic generation of a 3D digital twin of a (non-)existing offshore wind
farm with certain parameters working in the Unreal or Unity game engines. Specifically, they describe the main
technical challenges in their prototyping with both Unreal and Unity. They subsequently show and briefly explain
the first screenshots of a working prototype.

2. Technical Challenges

The main objective of our development work is to be able to have valid 3D scenes of (non-)existing offshore
wind farms procedurally and automatically generated within either the Unreal or Unity game engine for a cer-
tain/limited set of subsequent use cases, first and foremost for our partner CEA to open up in the Unity editor itself
so they can further develop and test the operation scenarios (with limited to no manual 3D scene editing required).
Procedurally generated refers to the algorithmic generation of valid 3D content without precise definitions because
the algorithms already possess or apply them. This approach leads to diverse results due to the multiple outcomes
produced by the parametric algorithms.

The classic example in procedural 3D content generation is the creation of any physically valid bridge crossing a
river. An example more relevant to this pilot could concern the generated weather. On the other hand, automatically
generated pertains to generating more specific content with no requirement or intention for multiple outcomes or
randomness. An example relevant to this pilot would be the use and placement of a 3D model of a wind turbine.

Given this main objective and taking an agile/iterative approach to the development of this system, we are
currently working on the following main technical challenges:

• Defining and prioritising relevant input parameters of different kinds with different units of measurement in
an appropriate format of ideally relevant and recent standards. Think of the shape of the wind farm area to
be rendered, the number of turbines to position in that area with a certain distance between them, the depth
of the sea in that area, etc. Also, think of the existing (GIS) standards for defining each input parameter and
the total input parameter set.

• Defining the acceptance levels of the Unity or Unreal scene from audio-visual, user interaction, and coding
perspectives. Think of answering the following questions:

– Will it actually work for generating a scene for particular use cases? More specifically, will the end-user
be able to at least explore the 3D scene, also using an appropriate VR headset? Or will the developer
wanting to use the created scene be able to subsequently develop the operations scenario with limited
to no manual scene adjustments?

– Will the generated scene actually have the desired quality? More specifically, what quality should the
water system, 3D models, animations, etc. attain?

• Developing the actual code to procedurally and automatically generate the Unity or Unreal scene from the
input parameters mentioned above at the acceptance levels mentioned above. This challenge also covers
dealing with assets, notably 3D model files, audio files, game engine plug-ins or extensions, and any licensing
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issues involved.
• Validating the resulting Unity or Unreal scene:

– o Internally, checking all input parameters to the scene output, especially concerning procedural gener-
ation techniques.

– Externally, by having the automatic procedural generation process be evaluated and tested within their
work and the scope of Iliad project, and reviewing and assessing what are the automatic generation and
manual adjustments required. Second, by looking for other potential use cases and user feedback on
how to apply our software to generate different scenarios and possible applications for offshore wind
farms.

3. First Results

In terms of initial input parameters design, we are currently working with the following sets:
• Environmental conditions. Realistic depiction of the situation in a location: bathymetry, sediment layer,

wave and weather conditions.
• Biological conditions: Realistic depiction of the fauna and flora based on biology charts and bio-mass infor-

mation.
• Human Activities: Overview of human-related actions or operations in depicted marine regions. These

activities encompass a wide range of human interactions.
To ensure that our work remains within scope, we only consider higher biological groups and specific sectors

of human activities. Specifically, we are focusing on wind farms and shipping. Wind farms provide information
on energy production using wind turbines, cabling, energy production, and ecological pressures such as noise. The
shipping sector includes representation of shipping corridors, traffic, and shipping vessels. We have developed a
first/preliminary version of a JSON schema with which to define these kinds of parameters. We subsequently wrote
the code for Unreal 5.1 to read and interpret the JSON schema to generate the working scene (Fig. 1). Procedural
aspects of the resulting 3D scene have so far concerned how to appropriately animate a 3D asset such as a fish or
how to achieve a buoyancy effect with floating as-sets (notably ships, of course).
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Figure 1: Excerpt of a JSON configuration file (left), leading to an Unreal scene (right).
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This paper presents a novel digital twin that can predict ship motions and fuel consumption in real operational
conditions. The analysis is based on two optimal Deep Learning Models (DLM) namely (a) a transformer neural
network used for the analysis of ship motions and (b) a Long Short-Term Memory (LSTM) network for the
prediction of ship fuel consumption. Comparisons of results against sea trial data suggest that subject to further
testing and validation DLM could be used as part of a digital twin framework for safe and sustainable ship oper-
ations.

Keywords: digital twins, ship motions, ship fuel consumption, big data science, deep learning

1. Introduction

Shipping is responsible for more than 90% of the global trade. While it is a relatively safe and clean mode of
transportation, it has a significant impact on the environment. Therefore, ensuring the safety and sustainability of
ship operations through the proactive utilization of modern technology is a pressing concern.

Digital twins, originally conceptualized by NASA, enable the creation of a digital replica of an artifact to
realize and diagnose, critical operational scenarios in real-time [1]. Digital twin technology has been adopted for
integrated design and maintenance, as well as performance and safety improvements in modern and increasingly
complex ship systems [2]. The traditional format of ship digital twins, which has been used to represent ships
as physical entities during design, can be enhanced to monitor and improve ship safety and efficiency, prevent
unnecessary outcomes, ensure environmental performance, and minimize downtime. However, it is important to
note that the accuracy of physical models may be limited when dealing with complex operational conditions. This
is because real operational conditions present unique challenges and factors that may not be adequately captured or
accounted for in existing physical models.

Artificial Intelligence (AI) may offer improved predictive capabilities via the integration of deep learning algo-
rithms for the prediction of ship motions [3, 4] and ship fuel consumption [5]. Challenges may arise in selecting a
suitable model that matches the data streams, data compatibility and uncertainty modeling. This paper introduces
a digital twin that incorporates two optimal deep learning models to achieve accurate predictions of ship motions
and fuel consumption for safe and sustainable ship operations.

2. Deep Learning Methods (DLM)

The digital twin presented in this paper comprises two main deep learning Layers namely (a) Layer 1 used
to idealise the ship energy system and predict fuel consumption and (b) Layer 2 that can be used to identify ship
motions in real operational conditions (see Figure 1).
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Figure 1: The overall procedure of AI-based digital twin.

Figure 2: Ship fuel consumption prediction.

Figure 3: 6-DoF ship motion prediction.

In Layer 1 a wide range of sensors are used to collect navigation data (ship speed, course, etc.), operational/en-
vironmental condition data (e.g., draft, trim, wind speed and direction, wave height and direction, etc.), and engine
data (fuel flow, propeller rpm, etc.). Then, an LSTM network is used to learn the influence of sailing speed,
displacement/draft, trim, weather, sea conditions, etc. on ship fuel consumption (see Figure 2).

In Layer 2 the digital twin utilises Automatic Identification System (AIS), now-cast, and bathymetry da-ta
records to extract motion trajectories in real hydro-meteorological conditions (see Figure 3). Then, a rapid Fluid-
Structure Interaction (FSI) model and a transformer neural network [4] are employed to generate ship motion
patterns while considering the influence of the surrounding water and ship-controlling devices.
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Figure 4: Comparison of fuel consumption from predicted (green line) and real (red line) data.

Figure 5: Prediction of ship motion dynamics (blue line is the real data; red line is the predicted results).

3. Results

Layer 1 was trained using big data streams from high frequency sea trial data of a Kamsarmax bulk carrier of
Laskaridis Shipping. Comparisons of sea trial records sailing from Canada to Attu Island against DLM suggested
that for the selected route the average error in the prediction of the ship fuel consumption during the whole voyage is
2.54% only. These results suggest that subject to further validation over a variety of ships and routes the DLM could
be used as an efficient tool for fuel consumption forecasts. Layer 2 was trained by operational data corresponding
to Ro-Pax ship voyages and hydro-meteorological conditions between two ports located in the Gulf of Finland.
Ship motion predictions indicated that the trained DLM may capture well ship functional behaviour (see Figures 6
and 5).

4. Conclusions

AI-based digital twin models can be used to idealise ship motions and estimate ship fuel consumption. The
preliminary results presented in this paper, however promising, are constraint to certain ship types and routes.
Hence further testing and validation are necessary with the ultimate aim to develop a framework for the suitable
use of digital twin technology for ship operations management (see Figure ??).

Figure 6: The iterations of digital twins for safe and sustainable ship operations.
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The development of Autonomous Surface Vehicles (ASVs) has significantly advanced with the integration of
digital twin technology. A digital twin serves as a virtual replica of a physical ASV, providing real-time moni-
toring, analysis, and control capabilities. This work explores the multifaceted nature of digital twin development
for autonomous surface vehicles, highlighting the incorporation of modeling and identification techniques for
robotic systems, deriving from the standard procedures employed in naval systems following the ITTC guide-
lines. Furthermore, extended models, including environmental condition reconstruction and prediction, as well
as the integration of AI-based methodologies can be developed, on the basis of standard data gathering proce-
dures and exploiting FAIR (Findable, Accessible, Interoperable, and Reusable) data management principles.

Keywords: ASV, identification and modeling, standard data gathering, aggregated system, evolution prediction

1. Introduction

Autonomous Surface Vehicles (ASVs) have emerged as valuable tools for various applications, ranging from
marine research to surveillance and transportation to environmental observation and climate change tracking. The
integration of digital twin technology enhances ASV capabilities in handling harsh, unforeseen, and fast-changing
conditions, thus revolutionizing their operational applications and procedures. This work presents an overview
of the different approaches involved in developing a digital twin of an ASV, exploiting standard methodologies
such as the International Towing Tank Conference (ITTC) identification maneuvers for the characterization of the
vehicle performance [1]. Such modeling allows for estimating the current status of the autonomous platform, as
well as predicting the behavior in the near future as a function of the operational requests. High-precision digital
twin models can be reached by the integration of environmental forecasting models and Artificial Intelligence (AI)
algorithms, allowing an aggregated description of the framework and extending the model representation capabil-
ities. All these approaches are evaluated and integrated to obtain a first example of a digital twin of the SWAMP
ASV (Shallow Water Autonomous Multipurpose Platform). SWAMP is an autonomous surface robotic platform
(see Fig. 1) specifically designed to work in very shallow water [2]. However, thanks to its reconfigurability and
modularity characteristics, it has demonstrated its ability to be used in critical environments (like polar or remote
areas) and for monitoring and observing the marine environment during numerous experimental campaigns [3].

2. Digital Twin of the Robotic Platform

The basic step to obtain a digital twin of a marine surface platform is to analyze the maneuvering characteristics
of the platform and to derive a suitable and reliable model. Such a model is then employed for the estimation/fore-
casting of the vehicle motion evolution, as well as a knowledge basis to design the guidance and control system
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Figure 1: SWAMP ASV Figure 2: Yaw dynamics modeling of the SWAMP ASV. On the left, a
zig-zag maneuver is executed to measure the maneuvering performance.
On the right, the raw measurement is compared with the estimated signal
generated by the designed mathematical model

needed to provide autonomous capabilities. With the aim of extending the digital twin development process to
any general autonomous marine agent, the methodology must rely on standardized processes in such a way as to
provide replicable operations. The ITTC procedures are the standard maneuvers widely employed for ship iden-
tification at sea and can be directly applied to such autonomous platforms, with appropriate adaptations related to
the specificities of this class of robotic vehicles. Additionally, applying ITTC standard maneuverability procedures
to groundbreaking marine technology supports the uptake of robotic sea vehicles in observational and commercial
employments. These results are particularly important when a new vehicle is headed to operate in cooperation or in
the proximity of commercial vessels. Moreover, the development of a digital twin for SWAMP will ensure the ac-
curate planning and environmental mindfulness required when operating in pristine areas, whether these are located
in the polar regions or simply in Marine Protected Areas (MPAs). The evaluation of the maneuvering performance
is exploited to tailor-design a mathematical model able to represent such maneuvering characteristics with proper
accuracy; an example of yaw dynamic modeling of the SWAMP ASV is reported in Fig. 2. The latter procedure
is applied to all the measurable entities related to the vehicle motion capabilities so that the digital twin complete
model embeds the global characteristics of the autonomous platform.

3. Data Management for Extended Digital Twin

Since the digital twin of an ASV relies on a vast amount of data collected from various sensors and systems,
in order to provide data integrity, accessibility, and interoperability, a consistent data management approach must
be employed. For such a reason, the data management guiding principles known as FAIR (Findable, Accessible,
Interoperable, and Reusable) [4] are exploited. The principles emphasize machine-actionability (i.e., the capacity
of computational systems to find, access, interoperate, and reuse data with no or minimal human intervention), so
that, if data are consistently gathered and tagged, computer-based systems can automatically aggregate the infor-
mation, providing extended digital models. To this end, work is underway [5] to extend the SWAMP management
architecture for data acquisition, both robotic and environmental, producing "FAIR by default" data. With this
ambitious definition, we refer to the practice of developing procedures for data acquisition, management, and shar-
ing integrated from the beginning into the design and operation of the robot. A first example of an automated
procedure, allowing to transform raw data into standard data format, characterized by a high level of fairness, al-
ready containing the necessary metadata to understand and reuse them, with a few simple steps was implemented
and tested for SWAMP. FAIR data management facilitates a seamless integration of data coming from different
sources, enhances simulation capabilities, and enables more effective decision-making for optimizing the perfor-
mance and operational adaptation of the SWAMP, including the development of an extended digital twin of the
robotic platform, relying on data-based models. Thanks to data standardization, the digital twin can be validated
against real-world scenarios, utilizing historical data, sensor observations, and environmental forecasts. This vali-
dation process ensures that the digital twin accurately represents the ASV’s behavior, accounting for both internal
and external factors. Furthermore, it supports collaboration and data sharing, driving innovation and advancements
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in autonomous surface robotic platforms thanks to the reliability of the corresponding digital twins.
The further outcome of FAIR-based data acquisition is the availability of a number of compatible data sets that

can be integrated to enhance the modeling of both the autonomous platform and its sensors and the operational
environment in an aggregated way. With this approach in mind, it would be possible to predict the evolution of
the system as a whole, virtualizing the presence of the operators while at the same time increasing the prompt-
ness of the interventions. For instance, imagining the periodic observation of a coast of sandy beaches subject to
strong storm surges, the development of an extended digital twin will allow the design of proper patrolling and
data gathering schedules, focusing on the most sensitive spots in the area of interest (on the basis of the environ-
mental evolution prediction) and the subsequent autonomous execution of monitoring of bathymetry evolution and
sediment displacement by means of the ASV.

As a final step, beyond the current state of the art, the integration of AI-based methodologies for data analysis
and performance improvement is under investigation. AI-based decision support systems are currently advancing
at a hectic pace, revolutionizing the way humans interact with computer-based systems. A preliminary experiment
focused on learning-by-imitation control of SWAMP ASV was carried out and provided encouraging results as
reported in [6]. Finally, a high-level decision system can be developed in order to schedule and control the em-
ployment of one or more ASV, collecting environmental data and, in real-time, re-planning the operations on the
basis of the online predicted evolution of the overall systems based on both the information gathered as well as on
the forecast obtained from the extended digital twin. The ASV can leverage its digital twin to perform a task re-
planning. This consists of modifying the original mission in case of changes in the initial conditions. For example,
if the battery is draining faster than expected due to currents, winds, or obstacles, the digital twin can estimate the
remaining consumption and decide how to complete the mission. The AI-based decision support system together
with a digital twin can replan in an efficient and effective way, that is, minimizing the energy costs and the navi-
gation times and maximizing the satisfaction of the mission criteria. In this way, the vehicle can evaluate different
alternatives and choose the best one based on predefined criteria.
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The mobility is undergoing significant changes, including the emergence of battery-operated vehicles, user-ship
models, autonomous driving, and digital mobility services. To address these shifts, we propose a human-centric
design framework for transitioning to electric vehicles (EVs). This framework empowers policymakers to shape
the future of mobility by considering the interplay of social and personal factors influencing individual mobility
behaviors. Using quantitative representations of socio-economic identities and data-driven social network analy-
sis, we uncover the mechanisms driving the adoption of new mobility paradigms. This understanding facilitates
the design of policies and services aligned with these insights. Applying our approach to real-world data from
ICE vehicles in Italy, we demonstrate the framework’s potential in designing effective policies that promote
greener mobility habits. Policymakers can leverage this framework to implement policies fostering the adoption
of greener mobility options, thereby contributing to the fight against climate change and promoting inclusiveness
in the transition to sustainable mobility.

1. Introduction

Mobility is a vital aspect of our lives and cities, and it will continue to be crucial in the future of Smart Cities.
Before the pandemic, transportation accounted for 20% of overall energy consumption [1], contributing signifi-
cantly to greenhouse gas emissions. Addressing climate change requires reducing these emissions, and Electric
Vehicles (EVs) play a key role in achieving greener mobility and pollution reduction [2]. However, obstacles hin-
der the widespread adoption of EVs, including ownership costs, driving range, and charging time [3]. Fuel prices,
consumer characteristics, availability of charging stations, and social norms also influence adoption. Achieving full
electrification is a complex process due to these factors.

To address this challenge, we propose an integrated and human-centered framework that considers the con-
flicting constraints arising from infrastructure limitations, management issues, and user needs. By examining both
personal inclinations and social influences, our framework takes into account users’ social connections to under-
stand how interactions can promote sustainable mobility habits. This insight can inform the design of social-aware
public policies that leverage users’ social bonds to encourage acceptance of new mobility solutions.

Aligned with the aforementioned considerations, this study introduces a human-centered architecture designed
to assist policymakers in three main areas: (i) analyzing the adoption of electric vehicles (EVs), (ii) developing
intervention policies to encourage EV adoption, and (iii) quantitatively evaluating the costs and benefits of these
policies using available data.

2. Main contribution

Figure 1 illustrates the conceptual framework, depicting the various stakeholders involved in a mobility system,
including users, the environment or network, management, and infrastructure.
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Figure 1: Interactions between different players and methodologies in the proposed human-centered design.

(a) DNAs averages over the agents. (b) DNAs averages over the network.

Figure 2: DNAs average distribution over the network and the drivers.

By leveraging a dataset of anonymized trips, we progressively demonstrate how quantitative and unbiased in-
formation on individual mobility behaviors can provide insights into users’ adaptability to EV adoption when com-
bined with known limitations of EV technology and available infrastructure. Building upon the work of Fugiglando
et al. [4], our contribution is the introduction of a novel concept known as the users’ EV-adoptability DNA [5]. This
compact indicator combines synthetic features that characterize the adaptability of each individual to an immediate
switch to an EV based on their travel patterns. Unlike the user description used in our previous work [6], this
granular representation enables policymakers to visualize key factors influencing the spread of EVs while allowing
for flexibility in augmenting it with additional socio-economic features, if available.

Additionally, we propose an approach that utilizes the available mobility data to establish a proximity bond be-
tween agents, thereby enabling the assessment of the role played by homophily (similarity) in the adoption process.
Through simulations, we mathematically describe the impact of individual adaptability to EVs and proximity-based
relationships on the diffusion of EVs within a community. This formalizes the interplay between different layers
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of our proposed framework. To model the adoption phenomenon, we employ an irreversible cascade model [7] to
characterize the effect of social contagion on EV adoption. This model results in a binary representation of individ-
ual attitudes, where a transition from one predisposition state to the other is driven by users’ attributes surpassing
a personal threshold. In contrast to McCoy and Lyons (2014, [8]), where individual thresholds are randomly as-
signed, our framework associates thresholds directly with each individual’s resistance to adopting EV technology,
thus connecting them to the EV-adoptability DNA. In our perspective, the thresholds represent the minimum num-
ber of EV-accepting neighbors required for an individual to consider EVs as a viable mobility solution through
mutual influence alone.

To analyze and design policies, we propose the use of the cascade model within limited time periods in our
framework. Through extensive simulations, we demonstrate how our framework can be applied to study the evo-
lution of users’ predispositions toward EVs over time, test various policies to promote EV adoption based on
enforcing purchase power and the public charging potential, and quantitatively analyze their socio-economic and
environmental impact.

To evaluate the effectiveness of the implemented policies, it is crucial to analyze their outcomes from a human-
centered perspective, considering factors such as sustainability, environmental impact, and social inclusiveness.
In order to achieve this, we introduce a comprehensive set of Key Performance Indicators (KPIs) that provide a
self-contained framework for quantifying these seemingly subjective aspects. These indicators enable us to assess
the policies based on various perspectives, including efficiency, effectiveness, and sustainability. By utilizing these
KPIs, we can quantitatively compare different policies, extending the evaluation beyond the mere measurement
of changes in individual attitudes towards EVs. This approach allows for a more holistic and comprehensive
assessment of the policies’ impact.
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This study aims to improve warehouse logistics performance for an international ceramic tile company based in
Italy by identifying an efficient storage policy for the buffer area between the production plant and the logistics
department. Due to the lack of homogeneity in the ceramic tile production process and the need for uniform tile
orders, the policy must categorize products accordingly. The current policy classifies tiles based on technical
properties, while the newly devised policy considers their downstream destination. A simulation using Salabim,
a Python-based open-source software, demonstrated that the proposed policy outperformed the current one on all
indicators. A sensitivity analysis showed consistent superiority of the devised policy under different scenarios,
regardless of production increase. As a result, the company decided to implement the proposed policy, esti-
mating a reduction in costs for the buffer area emptying process. This research contributes to simulation-based
decision-making in material management and showcases Salabim’s effectiveness in modeling complex systems.

Keywords: discrete event simulation, ceramic tile, warehouse management.

1. Introduction

In the past decade, the global ceramic tile market has experienced significant growth with 18.3 billion square
meters produced worldwide in 2021, generating revenues of C6.2 billion in Italy [1, 2]. However, the tile sector
faces challenges due to Lack of Homogeneity in the Product (LHP) [3], which conflicts with customer demands for
uniform tile orders. To address this issue, tile companies must incorporate a classification stage in their production
process to organize products into homogeneous subgroups and facilitate uniform orders. As a consequence, the
classification process must be carefully evaluated because it can affect material handling performance. There is
a vast literature about the tile industry, with many studies regarding the production process and the sustainability
perspective. A growing body of literature studied the application of decision support systems in the ceramic sector,
such as for inventory control and production planning and scheduling. Although considerable research has been
done on different aspects of the tile industry, much less is known about the application of simulation in the sector.
To the best of our knowledge, only a few papers investigated process simulation tools as performance measure-
ment, and none of these studies applied Discrete Event Simulation (DES) using non-commercial software. As a
consequence, Salabim [4], an open-source simulation software developed in Python, was chosen as the simulation
tool due to its advantageous features such as the activate/passivate/hold paradigm, animation, queues, tracing, and
statistical distributions. However, despite its potential, there is limited literature available on Salabim, with only a
few scheduling and healthcare applications found. The extended version of this abstract can be found in [5].

2. Problem description

The study focuses on the buffer area placed between the production plant and the logistic department, schema-
tized as a matrix in Figure 1. Each cell can contain four pallets, vertically stacked. After they are produced, the
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Figure 1: Storage area representation, taken from [5].

pallets are moved by automated vehicles to the buffer area. There, they are stored temporarily in the uppermost
available cell until operators take them from the top and pack them into the logistics department. Each column in
the area can contain a single class, and only when all columns are already allocated, the system allows for class
mixing to avoid production downtime. However, mixing products of different classes leads to penalties because
operators manually pick pallets from the buffer area, and their work efficiency is highly impacted by pallet posi-
tions. Consequently, the storage policy must carefully assign pallets to cells, dividing pallets into classes based on
criteria to cluster them and facilitate picking activities. Each pallet of tiles is identified by a code that considers
both commercial and technical characteristics. The current classification strategy clusters columns based on codes.
The study focuses on the definition of a new policy that categorizes pallets according to their final downstream
destination rather than their codes.

3. Methodology

The two classification policies were compared through a DES implemented with Salabim. The simulation
model was verified and validated through statistical analysis to ensure real-world coherence. The simulation was
run considering the data of 30 real-world production days and the values of performance indicators were collected
for comparison through statistical tests. Since the logistics department works on a two-shift schedule during work-
ing days, while the production process never stops, two distinct sets of indicators were collected to evaluate both
the described scenarios, without and with operators. In the first scenario the following performance indicators were
selected:

• time (in minutes) elapsed before the first occurrence of the mixed columns;
• time (in minutes) elapsed before the area being filled;
• number of pallets lost due to lack of space.

The real-world system was designed to enable operators to handle the production flow without exceeding the
available buffer storage area. Therefore, in the second scenario, the probability of the area being filled is not
considered, and the focus moves to space utilization. As a consequence, the only indicator selected for this scenario
is the maximum number of columns used at the same time. Due to positive market trends in the ceramic tile sector,
it was crucial for the company to understand the new policy’s impact on various increasing production scenarios.
Therefore, seven different scenarios were simulated, incrementally increasing production quantity by 5%, from 0%
to 30%. For each scenario, the simulation was run over 30 days.

4. Results

The results are presented in Figure 2. Focusing on shifts without operators, the mixed columns in the devised
policy happen, on average, 37.6% minutes later compared to the current policy. This delay has a positive effect
on worker activities as it significantly reduces the time needed for emptying operations. The second chart shows
an average 5.2% delay in the time it takes to fill the area with the devised policy, resulting in increased capacity
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and decreased production downtime. Moreover, according to the third chart, with the proposed policy there was
a significant decrease in the number of pallets lost on days when the current policy reaches its maximum storage
capacity, consequently reducing the economic loss. Overall, the discussed results showed that the proposed classi-
fication policy enhances storage activity flexibility, enabling the company to reconsider required operators and shift
distribution, leading to economic benefits. Taking shifts with operators into account, the fourth chart showcases a
significant decrease in the maximum number of columns used at the same time, highlighting the potential to reduce
the buffer area size by approximately 17.5% without affecting production capacity.
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Figure 2: Simulation results, taken from [5].

5. Conclusions

The experimental results confirmed the benefits of the devised classification policy, both in terms of economic
efficiency and flexibility. Further economic studies were conducted to estimate the potential cost savings associated
with the buffer area emptying process and the analysis revealed that the proposed policy is expected to reduce the
costs by 17%. As a consequence, the company decided to implement the new policy, providing strategic benefits to
managerial decision-makers. Finally, the simulation model developed in this study is a valid representation of the
process and can be utilized for further research regarding new classification policies for continuous improvement.
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Climate change affects many regions of the world. Southern Europe and the Mediterranean Area are nowa-
days severely hit by the adverse effects of climate change. Eminent studies (JRC) show the impressive growing
projection of the huge economic impact caused by extreme weather events and expected on critical European
infrastructures of the industrial and social sector for the following decades. Minimizing the negative impacts
caused by so-called NaTech (Natural Hazards Triggering Technological Disasters) events is also an objective of
Euro- pean policies. On the one hand, the necessity is for a flexible, accessible tool for digitalizing risk manage-
ment. On the other hand, such automation, cognitive applications, advanced analytics, and pattern recognition
at scale require new transversal skills. In this context, the requests for sound data and information foresee spe-
cific measurement and monitoring systems to pursue concrete actions and achieve measurable results. It may
cooperate with such a vision, the circular economy approach driving towards innovation and the virtualization
of activities. In risk management, a DT that entirely recreates state-of-the-art and possible alternatives can be
effective in modelling emergencies, especially for heavy and hazardous industries. Also, the ISO 14001 standard
remarks the opportunity for the companies to optimize the functionality and performance of the production sites
by the commitment to protecting the environment.

Keywords: risk analysis, Risk management, circular economy, digital twins, NaTech events

1. Introduction

Global climate change shows each day its heavy environmental and economic impacts on the world. Despite
the entire industrial development history and path, poor and developing countries are paying higher prices. At the
same time, because of the infrastructure intensification and profound urbanization, the expected economic damages
on critical infrastructures will be huge also for the European countries. Regarding the climate change impacts and
NaTech events, looking at recent data collections and scenarios for the next future (Fig. 1, source: Euro- stat/EEA),
Southern and Mediterranean Europe (Spain; Italy; France; Greece) must be considered as the region characterized
by the highest level of risk for critical infrastructures and industries. In a global society still just oriented to
prosperity production, if the climatic and environmental crisis would not be enough to move, the economic amount
and the potential harm quantification should be able to sweep away any remaining obstacle on the way to a circular
economic transition, that is nowadays so essential to permit a genuine cut of the anthropic impacts along the entire
production and consumption cycles. With climate change affecting some natural hazards triggers and increasing
human development (booming urbanization; rapid industrialization), NaTech risk is expected to increase soon.

2. Methods

European countries have adopted the Seveso Directive to manage and control the major accident hazard at in-
dustrial installations involving dangerous substances. National authorities shall implement effective safety policies
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Figure 1: Potential impacts of climate change on environment and on economical infrastructures. Source: Eu-
rostat/EEA; Impact calculated as combination of regional exposure to climatic changes and recent data on regional
sensitivity.

by the last law application (Dir. n. 2012/18/EC). The circular economic transition should be able to reduce the
impacts linked to production and consumption cycles and minimize risks connected to industrial/chemical plants.
Regarding this, two main circular economy pitches could play an important role in NaTech risk management:

1. the introduction of biological elements (often from waste) in the production cycles to replace the use of
traditional raw materials [1];

2. digital information, communication, and consultation.
This work aims to describe the fundamental role of digital information and communication in industrial risk

management. Experiences show that many past NaTech accidents could have been prevented if only better aware-
ness and understanding of the risk had existed [2].

As represented in the following figure describing the risk management process (Fig. 2, “the process of risk
management”, source: ISO 3100:2009), communication, consultation, monitoring, and review of data set and
information is ever present in the considered risk management process. Moreover, access to the European market
is allowed if the substances produced and marketed comply with the requirements of the REACH Regulation (”No
data, no market”). For the chemical industry sector, the BAT conclusions, according to Directive 2010/75/EU,
identify the best available techniques for the plant operation.

The circular economy allows exploiting “digital technologies” potential, NaTech accidents, with improved
knowledge of potential risks.
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Figure 2: The process of risk management. Source: ISO 3100:2009; JRC Technical Report 2022 “NaTech risk
management”

3. Discussion

The fundamental role of digital technologies and digital data is clear and undeniable in each phase represented
of the risk management process:

1. Communication and consultation with internal and external stakeholders are essential to ensure taking into
account all interests related to risk;

2. Establishing the context is headed by the definition of internal and external parameters to be considered in
the risk analysis;

3. Risk assessment is a complex risk identification, analysis, and evaluation process. NaTech risk assessment
requires an amount of input data, such as information on the natural hazard, the vulnerable equipment,
damage models and data linking damage to releases, consequences analysis models, likelihood estimates,
and information on the risk receptors [3];

4. Risk treatment aims at selecting and implementing actions to reduce risks; this phase requires an evaluation
analysis of benefits/costs;

5. Monitoring and review are an integral part of the process, implemented by audits or inspections, ensure the
effectiveness of controls and help to obtain additional information for risk assessment.

So digital risk management should help in each described phase of the process, providing in-depth analytics
to help the organization to monitor the compliance status by the chosen indexes and current threat level for all
risk factors. The correct digital risk management will provide, in fact, clear visibility of current threats as well as
remediation actions that may be needed, shortening the time to respond to threats. Adequate controls and specific
monitoring are activated to satisfy the requests for data and information foreseen by the law simultaneously as
effective communication guided by an appropriate communication strategy. Also, the 2015 ISO 14001 standard
cooperates with such a framework allowing the companies to optimize the functionality and performance of the
production sites through the commitment to protecting the environment. The reporting must be addressed to the
interested public and internal company operators to make them more aware and involved, for example, by dis-
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seminating information that non-experts can use. Therefore, an initial effort for monitoring is required, together
with the necessary resources for acquiring and storing the essential data and information for assessing the impact
of systems and infrastructure reliability. Virtual and Augmented Realities can effectively display emergencies and
critical situations, especially for large industries. Training, system monitoring, preventive machine maintenance,
logistics, and other uses may use digital applications may be used to improve the process [4]. While virtual reality
uses an entirely computer-simulated environment and allows the evaluation of different options, augmented reality
technology represents the overlay of digital information over the actual company background. Virtual Reality (VR)
has brilliantly been used in some functional applications for risk and predictive management, enabling companies
to plan maintenance tasks and minimize the consequences of accidents. Quality Assurance is also systematically
provided by quick checks of the operating systems. The implementation of VR entails the improvement of the
Operational Expenditures - OPEX budget based on virtual close supervision, sapient distribution of tasks, and
cost reductions. On the other hand, augmented Reality (AR) guides operators through standardized processes by
showing each step to follow with audio and visual instructions using video and animations, staying away from
the site where the operations occur. It can be effectively used for manufacturing training [5] and in a more rapid
change of productive activities. In complex installations, for instance, chemical installations, some safety devices
for preventing accidents connected with the formation of explosive atmospheres, such as the systems for conveying
and venting unwanted or excess gas streams to the oxidation system, also take the form of measures for prevent-
ing the release of polluting emissions into the atmosphere. Diffuse emissions will therefore be considered during
the design phase of the new installations by assuming possible plant solutions and subsequent management activ-
ities (lifecycle thinking). Usually, in the chemical industry, the periodic monitoring of diffuse emissions is in the
lines of accessible components, such as valves, safety valves, connectors, pumps, flanges, pipe ends, agitators, and
compressors. The measurement applies the LDAR methodology according to the following technical standards:
EPA 453/R-95-017 “Protocol for Equipment Leak Emission Estimates”; EPA Method 21 (Annex F of EPA pro-
tocol 453/R-95-017); UNI EN 15446 “Measurement of emissions from leaks of gaseous compounds from leaks
from equipment and pipes”. With the increased possibilities of applying a system of sensors at reasonable costs,
especially in critical operating systems. Such measurements can guide operators in Safety Inspections under chal-
lenging situations (network malfunctions) by preventing risky situations and providing useful indications for faster
remediation actions [6]. However, Digital Technologies implies an increase in CAPEX (Capital Expenditure) bud-
get. Finally, the combination of Digital Technologies (VR and AR) favours the choice of industrial processes that
are ever less polluting, intending to prevent and eliminate pollution from production cycles as part of the general
framework of the circular economy driving toward innovation and the virtualization of activities. It will provide
transparency across the supply chain, ensuring traceability, ethical sourcing, and more effective material flows.

4. Conclusion

The present paper investigates the framework of the risk management process in light of the innovation and the
virtualization of industrial activities. The circular economy aims to accelerate the transition to circular business
models and practices. The exploitation of Digital Technologies brings higher levels of transparency and provides
valuable information on risk for critical infrastructures and industries. Sustainable and digital options can provide
relevance under risky challenging situations. From a circular economy perspective, Digital Technologies improve-
ments can also minimize the negative impacts caused by so-called NaTech events.
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Digital Twins (DTs) are software replicas of physical entities that hold great potential for cyber-physical ap-
plications. However, existing solutions often focused on centralized and Cloud-centric approaches without
interoperable solutions and operating in isolated silos. This works aims to explore the challenges and oppor-
tunities in establishing an interoperable ecosystem of connected DTs by sharing research, development, and
deployment experiences. The objective is to enable DTs to actively engage and collaborate across distributed
environments through a flexible and dynamic deployment of pervasive DTs spanning from edge to cloud to meet
the diverse applications’ requirements. By embracing a shared vision and promoting interoperable methodolo-
gies and investigating standardization opportunities, we foster the creation of an open ecosystem that empowers
the development of the next generation of intelligent cyber-physical applications through multiple application
domains.

Keywords: digital twins, pervasive twins, software, edge-cloud continuum, standardization

1. Introduction

Digital Twins (DTs) are undergoing a transformation and emerging as a cross-domain paradigm for designing
and implementing cyber-physical applications. They create synchronized software replicas associated with phys-
ical devices, products, and organizations, and are denoted as Physical Twins (PTs). The adoption of DTs extends
beyond industrial and manufacturing contexts, bridging the physical and digital realms with the help of the Internet
of Things (IoT) and Web technologies, enabling their applicability in diverse scenarios. The evolution of DTs
brings new challenges that call for new software architectures, development, and deployment approaches. Existing
solutions often treat DTs as passive components, lacking interoperable modeling and relying on platform-specific
silos. This independent model-building approach without standardized methodologies poses the risk of vendor
lock-in and hampers the creation of an open ecosystem for seamless collaboration among PTs, DTs, and appli-
cations. To unlock the full potential of DTs, a shared and interoperable vision is necessary, empowering DTs to
function as active entities with their own behaviors. This vision encourages seamless collaboration with applica-
tions and services across distributed environments through an edge-cloud computational continuum, as introduced
in [1, 2].

The primary objective of this contribution is to explore existing challenges, share research experiences, and
identify innovation opportunities in creating an interoperable ecosystem of connected DTs. This interdisciplinary
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Figure 1: (a) A schematic representation of the Software blueprint architecture of a Digital Twin; (b) A hierarchical
and multi-layer overview of multiple deployed twins across an edge-cloud continuum.

vision aims to facilitate the design, deployment, and maintenance of the next generation of intelligent cyber-
physical applications. The focus is on pervasive and distributed DTs that can be flexibly and dynamically deployed
across multiple network levels, ranging from edge to cloud, to meet specific needs and application requirements.

2. Distributed Digital Twins Modeling

In the scientific literature [3], DTs have been recently studied to propose a unified conceptual framework
applicable across various domains. In [4], we relied on these abstract capabilities extending their characterization
to the industrial ecosystem with a specific focus on Software requirements and how DT-driven application design,
implementation, and deployment. A DT is represented schematically as shown in Figure 1(a) and modeled as an
independent and autonomous architectural component. Its Model component captures attributes, behaviors, and
relationships of the physical counterpart accurately. The DT’s State component structures and stores computed
attributes and relationships, facilitating interaction with the physical layer. A Physical Interface with multiple
Physical Adapters enables communication with connected devices bridging the cyber-physical gap while on the
other hand, DTs interact with the digital layer through a Digital Interface composed of Digital Adapters to create
an interoperable and standardized interaction point in terms of protocols, and data formats to enable effective
collaboration in the digital space with applications, services, and other DTs.

In the next generation of DT-based architectures, scalability is crucial to meet diverse requirements and sup-
port a wide range of application scenarios. Deploying DTs across Edge, Fog, and Cloud facilities offers flexibility
as illustrated in Figure1(b). Edge DTs (EDTs) (introduced in [2]) enable real-time data processing, immediate
response, and localized insights. Fog-based DTs balance local processing and Cloud connectivity, enabling com-
plex analytics and collaborative decision-making. Cloud-based DTs provide scalability, computational power, and
centralized control for handling massive data volumes and resource-intensive computing. The scalability of DTs
allows organizations to choose the deployment strategy based on specific requirements, considering factors such as
data sensitivity and network connectivity. A multi-tiered edge-to-cloud architecture empowers DTs to address lo-
calized to global-scale use cases, fostering innovation and adaptability in the dynamic landscape of cyber-physical
systems.

3. A Modular Approach for IoT Digital Twin Development

The absence of standards and common agreements for DT design and development has led to the proliferation of
platform-specific solutions, causing fragmentation and hindering the potential of DTs [5]. Open-source initiatives
like the Eclipse IoT Foundation and Eclipse Ditto 1 project have emerged to address this issue by providing open

1Eclipse Ditto - https://www.eclipse.org/ditto/
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platforms for DT management. However, these frameworks have limitations in terms of flexibility and modularity,
as they follow a monolithic and centralized vision where all DTs are co-located in the same architectural compo-
nent. To overcome these limitations, we introduced in [6] the White Label Digital Twin (WLDT) an open-source
(2) Java library designed for maximum modularity and flexibility. WLDT simplifies DT design and development
by offering core features and functionalities. It employs a multi-threading core engine, enabling independent com-
ponents to shape the behavior of each DT. Built-in IoT features and modules facilitate the digitalization of smart
objects using MQTT and CoAP. The library’s internal software processing pipeline allows dynamic customization
of data management, tailored to specific use cases. An internal caching system enhances performance and reduces
communication response time. WLDT follows the design principle of modeling each DT as an independent and
autonomous software component, facilitating microservices-oriented IoT architectures. It serves as a foundational
building block for DT-driven applications targeting the IoT ecosystems through built-in MQTT and CoAP workers,
or the definition of new modules and connectors to support specific protocols or data flows.

4. Interoperability & Standardization Opportunities

Standardizing the definition, responsibilities and description of DTs is vital for successful software imple-
mentation, enabling seamless communication and data exchange. A standardized definition should encompass
properties, relationships, models, operations, protocols, and events, transcending application domains. Standard-
ization organizations and consortia, focusing on IoT, IIoT, networking, and edge/cloud architectures, are actively
shaping interoperable environments [7]. Efforts from the Digital Twin Consortium, Digital Twin Programme, and
companies like Microsoft with their Digital Twin Definition Language (DTDL)3 contribute to the standardization
landscape4. However, the definition of DTs is in its early stages, with differences and a tendency to treat DTs as pas-
sive components. The recent exploration of DTs as active interoperable entities within the IoT ecosystem is being
investigated by organizations like the European Telecommunications Standards Institute (ETSI) with a Specialist
Task Force (STF) 5 with the aim to analyze DTs standardization opportunities within the IoT application domain
and specifically within the SmartM2M ecosystem. The objective of this work is to address the missing elements
in modeling and standardizing the communication concept of IoT DTs and their blueprint communication refer-
ence architecture. The focus is on identifying use cases and deployments where they can be effectively adopted,
in order to determine the requirements and specifications associated with their functionalities. The aim is to es-
tablish horizontal cross-domain interoperability and standards, defining minimum requirements for the usability of
professional and general public IoT services, regardless of their criticality. The work will map IoT Digital Twins
within the oneM2M framework and contribute to ISO/JTC1/SC41 by defining new specifications that embrace new
functionalities and effectively utilize existing features such as discoverability, security, and modularity.
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We present a method based on random column sampling for solving underdetermined linear inverse problems.
Random sampling allows reducing the dimensionality of the inverse problem and acts as a preconditioner for
classical regularization methods. We provide error estimates when the random sampling method is coupled with
Tichonov regularization. The proposed method achieves high accuracy while keeping a low computational cost.
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1. Introduction

Many real-world problems require solving an underdetermined inverse problem. For example, reconstructing
brain activity maps from MEG/EEG data requires solving a severely underdetermined inverse problem that is ill-
posed and ill-conditioned. In such cases, regularization techniques must be used to make the solution feasible. In
recent years, randomized methods have proven to be very efficient in reducing the dimensionality of large linear
algebra problems. Initially used to construct low-rank approximations of large matrices, randomized methods were
later successfully applied to regression problems as well (see [1, 2] and references therein). We present a method
based on random sampling to solve underdetermined linear inverse problems. We observe that random sampling
allows reducing the dimensionality of the inverse problem, thus acting as a preconditioner of classical regularization
methods.

2. The random sampling method

Consider the discrete ill-posed inverse problem

Ax = b , (1)

where A ∈ Rm×n, with m ≪ n, is a ill-conditioned (possibly large) matrix, x ∈ Rn is the quantity to be
reconstructed and b ∈ Rm are the measurements affected by noise. Let us introduce the sampling matrix S ∈
Rn×c, with c ≪ n, which randomly samples c columns of A, i.e.,

AS = AS ∈ Rm×c. (2)

93



Assuming that the columns of A are normalized so that they have unitary ℓ2-norm, we can sample the columns
drawing from the uniform probability distribution. Thus, the random sampling method consists in solving the
reduced problem

AS xS = b , xS ∈ Rc. (3)

3. Randomized Tichonov regularization

Tichonov regularization is a classical regularization method widely used in several fields [3]. It consists in
solving the minimization problem

min(∥Ax− b∥2 + α∥x∥2), (4)

where α > 0 is the regularization parameter. Let A = UΣV be the singular value decomposition (SVD) of A. It is
well-known that this problem has a unique minimizer that can be written as

xα = V (ΣΣT + αI)−1ΣTUb. (5)

In the randomized version of the Tichonov regularization we used the sampled matrix AS instead of A, i.e.,

xαS = VS(ΣSΣ
T
S + αIS)

−1ΣT
SUSb, (6)

where AS = USΣSVS is the SVD of AS . In case of uniform sampling with replacement it can be shown [?] that
for the relative error E = ∥x− S xS∥/∥x∥ the following estimate holds

E ≤ 1

α
max(

n

c
ν − 1, 1)

√
ν κ(ATA+ αI)σmax(A

TA+ αI), (7)

where ν denotes the maximum number of times a column is drawn. κ(A) and σmax(A) denote the conditioning and
the maximum singular value of a matrix A, respectively. The estimate shows that when c ≪ n the error decreases
fast as c increases reaching a minimum approximately when n

c ν = 2. Then, the error increases as ν.

4. Conclusion

We applied the random sampling method to solve the MEG/EEG inverse problem [4, 5, 6]. The method can be
easily applied to different devices and can be integrated with other methodologies. Numerical experiments show
that the method achieves high accuracy while keeping a low computational cost, making it suitable for real-time
applications with portable devices, such as brain-computer interface training or neurofeedback rehabilitation.
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In recent years, the need for advanced systems and technologies for industrial process optimization using com-
puter vision and artificial intelligence (AI) techniques has become increasingly pervasive. The specific focus of
this study is to introduce an AI-based monitoring system within a production chain involved in manufacturing
plastic consumables for analytical laboratories, specifically targeting the control of vials containing an antico-
agulant substance. Currently, the inspection process relies on manual visual inspection conducted on a sample
basis, resulting in the potential discarding of entire production batches if the absence of the anticoagulant sub-
stance is detected in a single vial. To overcome the inefficiency of the manual system, a comprehensive method
is proposed to verify the presence of the anticoagulant substance in all produced vials, leveraging advanced
computer vision and AI techniques. This innovative monitoring system offers promising solutions for enhanc-
ing industrial processes by enabling accurate and real-time monitoring. Specifically, we present our model and
some preliminary results showing the potentiality of the proposed approach.

Keywords: automatic monitoring, green economy, deep learning, convolutional neural networks

1. Introduction

In recent years, the application of computer vision and artificial intelligence (AI) techniques in the industrial
domain has shown promising results. These methodologies enable the analysis of images captured during the
production process and the extraction of valuable information for monitoring and control purposes. By utilizing
deep learning algorithms such as convolutional neural networks (CNN), it becomes possible to identify patterns,
detect defects or anomalies, and provide instant feedback on the process’s performance. The scientific literature
highlighted several successful cases of applying computer vision and AI-based monitoring systems [1, 2, 3, 4].

In this work, we focus on the development of a computer vision and AI-based monitoring system to replace the
manual visual inspection of a specific stage in a production chain. The goal is to leverage the potential of computer
vision techniques so as to identify process irregularities in real-time. Specifically, we design a deep network model
able to detect the presence of an anticoagulant substance inside transparent tubes. We use real images acquired
through a camera to train our model for the ability to distinguish between presence and absence of the reagent.

This approach aims to optimize resource utilization, increase operational efficiency, and reduce waste in in-
dustrial processes, in order to: (i) align with the principles of sustainable manufacturing and (ii) contribute to the
achievement of environmental and economic goals. Moreover, it offers several advantages, including the ability to
monitor processes without the need for expensive dedicated sensors and the capability of identifying hidden prob-
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lems that may escape other monitoring methods. Additionally, the use of images provides an intuitive visualization
of the process, facilitating the understanding and enabling prompt interventions when necessary.

2. Method and results

As we stated in Section 1, this work addresses a specific industrial application, i.e. the detection of the presence
of an anticoagulant substance inside vials within a production chain involved in manufacturing plastic consumables
for analytical laboratories. To this end, we used a Deep Network architecture constituted by two main blocks:

• a 3-layer CNN neural network extracting relevant features;
• a 4-layer fully-connected network that performs the classification.
The model parameters have been chosen from scratch through an empirical process. The values of parameters

of our deep network model are provided in Table 1.

Table 1: Deep network parameters. The symbol "-" for the fully-connected layers (ids 4-7) indicates that the
corresponding parameter is meaningless.

Layer id # of Input channels # of Output channels Kernel size Stride Input size Output size

1 3 10 3 1 400x400x3 398x398x10
2 10 20 3 1 398x398x10 396x396x20
3 20 30 3 1 396x396x20 394x394x30
4 - - - - 394x394x30 50
5 - - - - 50 15
6 - - - - 15 10
7 - - - - 10 2

Our model has been trained by using images of the vials acquired through a camera situated on the top of the
pipeline. We collected images of resolution 400× 400 pixels. An example of the images is shown in Figure 1:

Figure 1: Two examples of images recorded by our system. Left: a tube containing anticoagulant. Right: an empty
tube.

Specifically, we acquired 402 images split into a training set, which contains 341 images, and a test set including
61 images. In both sets, half of the images refer to tubes containing the anticoagulant substance, while the other
half concerns empty tubes. The CNN block takes images as inputs and extracts features as outputs, which in turn
will be used as inputs of the classification block. The first layer has a number of input channels corresponding to
the basic colors (i.e., red, green and blue). For the other layers, the number of input channels is provided in Eq. 1:

numin_channels(l) = numout_channels(l − 1), l > 1 (1)

where l indicates the layer id (see Table 1, first column).
The experiment has been replicated 10 times. Training lasted 20 epochs. We used the Adam optimizer [5]

with weight decay. The learning rate has been set to 10−4 and the batch size to 16. With these settings, we
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achieved an average accuracy score of 100% over 10 replications of the experiment. This implies that all the
trained models are able to correctly detect the presence/absence of the anticoagulant substance in the tube. The
training and test errors are shown in Figure 2, left. By analyzing the detection ability of the best model, we can
see that the confusion matrix (Figure 2, center) has no values outside the diagonal, i.e. no classification errors are
performed. Furthermore, the ROC (Receiver Operating Characteristics) curve (Figure 2, right) corresponds to the
ideal situation in which the classifier is able to distinguish between the positive class (presence of the anticoagulant)
and the negative class (absence of the anticoagulant). Finally, the AUC (Area Under the Curve) score is equal to
1.0, thus indicating a perfect classifier.

(a) (b) (c)

Figure 2: (a) - Error curves during training. The blue curve represents the error on the training set, while the red
curve indicates the error on the test set. We used the cross-entropy loss as an error metric. Data are obtained by
averaging 10 replications of the experiment. (b) - Confusion matrix for classes "Present" and "Absent". The matrix
represents the model capability of classifying images in the test set. (c) - ROC curve concerning the test set. Legend
provides the AUC score. With respect to plots (b) and (c), data refer to the best model.

3. Conclusions

In this work, we describe an automated system able to correctly detect the presence/absence of an anticoagulant
substance in vials. The model has been trained on a small dataset collected in a company dealing with plastic
consumables. Preliminary results show that the approach is promising, as the system successfully classifies all
images in the dataset. Nonetheless, real industrial applications deal with large amount of data. Future work should
be devoted to validate this approach on a wider dataset. In addition, future research directions may focus on
refining and optimizing the proposed computer vision and AI-based monitoring system, exploring its applicability
in different industrial sectors, and investigating potential integration with other emerging technologies such as
Internet of Things (IoT) and cloud computing for enhanced data analysis and decision-making processes.
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A priori, closed-form loss bounds have emerged as an important tool to estimate the performance of distributed
learning and identifying the best learning nodes therein. Through real-world experiments, in this work we
demonstrate how loss bounds are far away from the actual loss values; none the less, they can be useful for node
selection purposes.
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Federated learning (FL) [1], along with its derivative versions, is arguably the most promising distributed
learning paradigm. Our work targets two of the main problems in FL, to wit:

• estimating the learning performance before running the learning process itself, and
• identifying the nodes that are likely to contribute the most to the learning.
We do so by performing a set of experiments leveraging the CIFAR dataset [2] and the LENET DNN [3]. We

consider a total of 10 learning nodes, differing for the number of images in their local datasets (i.e., the quantity of
data) and the classes represented therein (i.e., the quality of data). For the bounds, we leverage the work [4], where
the expected loss at iteration t is bounded by

8L/µ

(t− 1 + 8L/µ)

(
16G2

µ
+ 4LE∥w1 −w∗∥

)
, (1)

where
• µ is a non-negative quantity such that loss function F is µ-strongly convex;
• L is a non-negative quantity such that loss function F is L-smooth;
• G is a non-negative quantity such that the squared norm of the gradients of loss function F is bounded by G2.
To begin with, we consider the actual and predicted loss bounds, represented in Fig. 1. Looking at the scales in

the plot, it is immediately evident that the bound (1) is quite far away from the actual loss; therefore, it is of limited
usefulness in directly predicting the evolution of the learning process.

We now turn our attention to the local values of the quantities appearing in (1), specifically, L, and seek to
correlate them with the usefulness metric introduced in [5]. The results are summarized in Fig. 2.

It is extremely interesting to observe how, barring a single outlier, nodes with a high local value of L also have
a good usefulness. These results suggest that, while bounds such as (1) may not be the best tool to quantitatively
predict the evolution of learning, the quantities appearing therein – which themselves depend upon the local datasets
– are an excellent tool to identify the most promising learning nodes.
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Figure 1: FL experiments: loss achieved during the training (left); bounds thereto (right).
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Figure 2: FL experiments: relationship between the node usefulness and the local values for the L.
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In the last decades the power energy systems underwent a complete organizational change. In many countries
they were transformed from a monopolistic to a free market regime. This change introduced new actors each
one with its particular view to be optimized. Moreover, the introduction of a relevant share of renewable sources
(in particular, wind and photovoltaic) augmented the uncertainty in the energy production due to weather condi-
tions. Therefore, the new setting increased the needs for optimization and required new levels of performances.
We present some new advances in solving optimization problems in the power energy sector mainly considering
exact approaches.

Keywords: power energy production, power energy distribution, optimization, exact methods

1. Introduction

In the last decade of the last century most countries of North America and Europe decided to change the power
system management and the energy sector in general passing in each contry/region from monopolitic to free market
regimes. Rules and governance may change from country to country but many elements are often common:

• a Day-Ahead Market (DAM) that handles the power energy offer and demand bids and establishes the price
of energy according to the marginal price to maximize the general welfare of the system;

• Intra-day Markets that enable to modify the schedules defined by the DAM by new offer and demand bids
taking into account a more exact behavior of production and consumption rates while approaching real time;

• bilateral agreements between power energy operators and large power energy consumers, such as manufac-
turing industries;

• Dispaching Services Market that deals with offers/demands of energy needed to keep balanced the electrical
system, and correct voltage profiles thus allowing actual transmission from producers to consumers.

The energy markets are usually governed by two entities, one responsible for electricity market clearing/pricing,
the Nominated Energy Market Operator (NEMO) and one responsible for the dispatching and balancing markets
that take into account the transmission network, the Transmission System Operator (TSO).

2. The main optimization problems

The energy system nowadays sees the participation of many different actors: producers, traders, large con-
sumers, small and residential consumers, small producers (also defined prosumers), energy communities [1], in-
dependent market operators, and others. Each actor manages its operations trying to maximize its own benefit;
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therefore many optimization problems arise. However two issues, that were already present in the old monopolistic
regime, are of fundamental importance and constraint many of the following operations: (i) where and when en-
ergy is produced, (ii) how energy is routed into the transmission grid. The first issue claims for a class of problems
named “Unit Commitment problems” where one has to manage a set of production units and decide when and how
much power each unit should produce. The second issue refers to the class of problems named “Optimal Power
Flow” where one has to manage how the current flows into the grid to provide energy to the final consumers. Both
classes of problems are of operational type, that is, they consider a short time horizon (from one day to a week).

3. The Unit Commitment Problem

The Unit Commitment (UC) problem considers a time horizon, a set of production units of different types, fore-
casted demands at each time period of the time horizon and its objective is to decide which units should produce and
at which time periods in order to meet the demands at minimum production cost. Each production unit (thermal,
nuclear, hydroelectric, solar, wind, and others) must consider its specific technical constraints. After a lot of simpli-
fications, production units are usually partitioned into programmable units (mainly thermal, including nuclear ones,
and hydroelectric units) and non-programmable units (solar, wind units). Programmable units can be managed, up
to technical constraints, to enable the increase or decrease of production, thus changing the cost of the production.
The technical working constraints need to be mathematically modeled with very interesting issues from an opti-
mization and combinatorial point of view [2]. On the contrary, the energy produced by non-programmable units
cannot be modified as one likes and largely depends on external and non-controllable factors (weather conditions
in general). Consequently uncertainty issues arise that must be handled by correct optimization models (stochastic
optimization, robust optimization) thus increasing the need for more efficient optimization algorithms [3].

4. The Optimal Power Flow Problem

The transmission of the power energy is another challenging optimization problem. The transmission grid is
one of the main infrastructure of a country. From an optimization point of view, power must satisfy Ohm and
Kirchoff’s Laws, i.e., it cannot be routed in the network as water or other commodities. These laws define the
basic transmission problem named Optimal Power Flow (OPF). Energy may be distributed according two different
technologies: (i) direct current, (ii) alternate current. Alternate current is more suitable for transmission at long
distances. According to optimization, direct current may be effectively modeled with linear programming models.
On the contrary, alternate current must be modeled with high nonlinear models in complex variables. A recent
survey on alternate current OPF models is given in [4]. With both transmission technologies, physical laws may
induce phenomena such as the Braess paradox: increasing the number or capacity of transmission branches may not
improve the transmission. Therefore one has to decide which transmission branches should be activated/deactivated
(Optimal Transmission Switching problem [5]).

5. The Energy markets problems

The energy markets introduce two main types of problems: (i) market clearing problems to be solved by
NEMOs, (ii) strategic bidding problems to be solved by production companies, traders and others involved actors.
The former are used to find the offers and demands that maximize the social welfare according to the rules defined
by market regulators; While in their simplest forms these market clearing problems are simple LPs (if the network
constraints are suitably simplified), regulatory rules often make them more complex, e.g., due to the definition of
zonal markets (i.e., aggregations of portions of the grid) and of possible “nonlinear” interactions among zones such
as the unique purchase price in the Italian market, or “complex offers” in other European ones. Thus such market
clearing problems often become more complex including integer variables. A recent need, due to the natural gas
prices crisis, is related to the issue of (partly) decoupling the price of energy rewarded to producers with significant
fuel costs (thereby subject to the large fluctuations in the hydrocarbon markets) from those relying on sources
(mainly, but not exclusively, renewables) that do not suffer from the issue. A proposal in this sense [6] turns

BUILD-IT Workshop 2023 – BUILding a DIgital Twin: requirements, methods, and applications 101



the market clearing problem into a bilevel / MPEC one, which is solvable with off-the-shelf tools for small-size
instances but that may require specialised algorithmic developments for real-world deployments.

The strategic bidding problems are used by each single operator (produces, traders, large consumers) to define
the bids to be presented at the different markets in order to optimize its own results (optimize profits or costs). This
class of problems may be defined as bilevel programming problems [7].

6. The Generation and Transmission Expansion Planning Problem

Well known growing policy targets is prompting the development of effective strategies for a decarbonized en-
ergy system. Increasing the share of renewable generation requires also increasing the system flexibility (electrical
storage of various kind) and integrating the electricity and gas systems (electricity-to-gas conversion by PtX and
gas-to-electricity conversion by thermal power plants).

Generation and Transmission Expansion Planning (GTEP) problem determines the evolution of the eletric en-
ergy system over a long-term horizon, taking into account policy targets. While decentralized models consider
multiple decision-makers with different objectives, in centralized models a single decision-maker (e.g., the author-
ity or a suitable Ministry) determines the expansion plan that minimizes investment and operating costs: on the
basis of this solution, policies and incentives can be identified to lead generation companies to invest in a socially
efficient manner (anticipative planning). The variability of non-programmable generation can lead to higher op-
erating costs for thermal units, which can be accurately estimated by considering a high level of temporal and
technical detail. Long-term uncertainties, such as fuel costs and CO2 costs, can also be considered. Recent GTEP
approaches aim to determine the expansion plan in which generation units are guaranteed to recover all their costs,
e.g. [8].
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We present a novel Machine Learning technique able to learn differential equations that surrogate the solution of
space-time-dependent problems. Our method exploits a finite number of latent variables, providing a compact
representation of the system state, automatically discovered during training. It allows building, in a fully non-
intrusive manner, surrogate models accounting for the dependence on parameters and time-dependent inputs.
This work pushes forward a novel technology towards the construction of data-driven digital twins in various
application fields.

Keywords: data-driven modeling, scientific machine learning, surrogate modeling, latent dynamics networks

1. Introduction

Predicting the evolution of systems that exhibit spatio-temporal dynamics in response to external stimuli is a
key enabling technology fostering scientific innovation. Traditional equations-based approaches leverage first prin-
ciples to yield predictions through the numerical approximation of high-dimensional systems of differential equa-
tions, thus calling for large-scale parallel computing platforms and requiring large computational costs. Data-driven
approaches, instead, enable the description of systems evolution in low-dimensional latent spaces, by leveraging di-
mensionality reduction and deep learning algorithms [1, 2, 3, 4, 5, 6]. Through the data-driven modeling approach,
our work provides a solid methodological foundation for creating digital twins, enabling predictive simulation in a
fast and accurate manner [7].

2. Methods

We propose a novel architecture, named Latent Dynamics Network (LDNet), which is able to discover low-
dimensional intrinsic dynamics of possibly non-Markovian dynamical systems, thus predicting the time evolution
of space-dependent fields in response to external inputs [8]. Unlike popular approaches, in which the latent repre-
sentation of the solution manifold is learned by means of auto-encoders that map a high-dimensional discretization
of the system state into itself, LDNets automatically discover a low-dimensional manifold while learning the latent
dynamics, without ever operating in the high-dimensional space. Furthermore, LDNets are meshless algorithms
that do not reconstruct the output on a predetermined grid of points, but rather at any point of the domain, thus
enabling weight-sharing across query-points. These features make LDNets lightweight and easy-to-train, with
excellent accuracy and generalization properties, even in time-extrapolation regimes.
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3. Results

We demonstrate the effectiveness of LDNets through several test cases. First, we consider a linear PDE model
to analyze the ability of LDNets to extract a compact latent representation of models that are progressively less
amenable to reduction. Then, we consider the time-dependent version of a benchmark problem in fluid dynamics.
Finally, we compare LDNets with state-of-the-art methods in a challenging task, that is, learning the dynamics of
the Aliev-Panfilov model [9], a highly non-linear excitation-propagation PDE model used in the field of cardiac
electrophysiology modeling. In the latter test case (see Fig. 1) we show that LDNets outperform state-of-the-art
methods in terms of accuracy (normalized error 5 times smaller), by employing a dramatically smaller number of
trainable parameters (more than 10 times fewer).

We focus on synthetically generated data obtained by numerical approximation of differential models, thus
allowing us to test LDNet predictions against ground-truth results. We evaluate the prediction accuracy of the
trained models using two metrics: the normalized root-mean-square error (NRMSE) and the Pearson dissimilarity,
1 − ρ, where ρ is the Pearson correlation coefficient. To tune hyperparameters, we employ a Bayesian approach,
namely the Tree-structured Parzen Estimator algorithm [10], combined with Asynchronous Successive Halving
scheduler to early terminate bad hyperparameters configurations [11].
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Figure 1: Results of the Aliev-Panfilov test case. We compare the results obtained different methods (reported
in the captions) for a sample belonging to the test dataset. The left-most column reports the FOM solution of the
AP model (the abscissa denotes time, the ordinate denotes space). For each method we report: (a) the space-time
solution; (b) the space-time error with respect to the FOM solution; (c) the time-evolution of the 12 latent variables;
(d)-(e)-(f) three snapshots of the space-dependent output field at t = 250, 300 and 350, in which we compare the
predicted solution (red solid line) with the FOM solution (black dashed line).
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4. Conclusions

LDNets represent, as proved by the results of this work, an innovative tool capable of learning spatio-temporal
dynamics with great accuracy and by using a remarkably small number of trainable parameters. They are able
to discover, simultaneously with the system dynamics, compact representations of the system state, as shown in
Test Case 1 where the Fourier transform of a sinusoidal signal is automatically discovered. Once trained, LDNets
provide predictions for unseen inputs with negligible computational effort (order of milliseconds for the considered
Test Cases). LDNets provide a new flexible and powerful tool for data-driven digital twins that is open to a wide
range of variations in the definition of the loss function (like, e.g., including physics-informed terms), in the training
strategies, and, finally, in the NN architectures. The comparison with state-of-the-art methods on a challenging
problem, such as predicting the excitation-propagation pattern of a biological tissue in response to external stimuli,
highlights the full potential of LDNets, which outperform the accuracy of existing methods while still using a
significantly lighter architecture.
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Keywords: smart mobility, autonomy, V&V, safe AI, SOTIF

1. Introduction

The document is based upon and motivated by an ongoing H-EU project (REXASI-PRO, “REliable & eXplAin-
able Swarm Intelligence for People with Reduced mObility”1), in which AI is certified for autonomous wheelchairs
for elderly and fragile people in indoor environments, such as stations (railway, airport) or museums (Fig. 1). In-
herent applications involve complex interactions between humans and robots, such as: robots carrying material or
autonomous stretchers in hospitals, material handling tasks in logistics, smart manufacturing, robot-aided physio-
therapy or post trauma recovery. The rationale is to study how to develop a digital twin to expand the capacity of
trials of the ecosystems like REXASI-PRO. According to traditional VV, the aim is to enumerate all safety issues,
hazards and countermeasures, paving the ground for broader verification and certification applications (e.g., pre-
venting collision of autonomous wheelchair through additional cameras and drones). The problem is however even
more subtle; the certification needs the re-design of traditional VV when AI is in the loop.

Figure 1: REXASI-PRO scope: autonomous wheelchair should move in the crowd fast and safely.

2. Why safe AI

The recent success of AI over traditional model-based methods is mainly due to its flexibility (“train, plug and
play”). The wheelchair moves according to a neural control, trained through a collection of field data (Fig. 2).
The database for training is based upon several registrations of passages of the wheelchair, guided by an operator,
within a sufficient series of crowd states. The operator registers the most relevant passages with respect to safe and
comfortable distance maintenance, as well as acceptable speed to reach the desired destinations.

1https://rexasi-pro.spindoxlabs.com/
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The power of the approach is evident: just data recording and mapping the inherent movements into a neural
network. The mapping between comfort, speed and collision avoidance is still something to be discovered from
the trained neural network. More than this, the presumed “sufficiency” of crowd states highlights the problem of
uncertainty. Is the trained neural network compatible with any other possible crowd scenario and corresponding
field data acquisition? Under which operating conditions could it give rise to unexpected control spikes that make
the actuation dangerous (close to a collision)? This leads to the need for a digital twin that incorporates the actuation
engine and simulation of field data. AI itself then becomes an integrated tool in the digital twin as explained later
on.

Figure 2: REXASI-PRO basic functional chain: sensing, neural controller, safety layer.

3. SOTIF

Although ISO 26262:2018 series of standards remains the foundation for providing safe hardware, safe soft-
ware, and safe systems in the automotive industry, the high complexity and the real nature of AI creates a paradigm
shift from safety assurance perspective, as safety failures may happen even in the absence of component failures.
That is, hazards may result from the functional insufficiency and limitations of the technology in assuring the au-
tonomous function, even in the absence of canonical hardware or software faults. This new safety challenge is
presently referred to as safety of the intended functionality (SOTIF)2, and is defined as the absence of unreasonable
risk due to hazards resulting from functional insufficiency of the intended functionality or from misuse by users
[1]. The final result is a static vision of possible dangerous situations (Fig. 1 is just one example).

4. Black swans

The problem is however far from being solved through a clear methodology and subsequent guidelines. As
stated by the standard, the most critical challenge is to understand the so-called “black swans”, which means
discovering hazards disregarded by the static risk analysis. Figure 3 helps understand. The risk associated with
the introduction of autonomous functions is linked not only to the probability of incorrect execution of the safety-
related functions (areas 1 and 4), but to the intrinsic uncertainty in system performance, in predicted (area 2) and
unpredicted operating conditions (area 3). Methodologies for the systematic search of black swans constitute an
unexplored area of research and this is where the digital twin comes into play.

Figure 3: SOTIF categorization of scenarios.

2https://www.iso.org/standard/70939.html
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5. SOTIF and digital twin

The scheme in Fig. 4 helps summarize all the steps involved in the certification process. Static hazards are
translated into specific requests to the simulation engine in order to investigate the realization of dangerous and
critical events (e.g., collision/comfort of trajectory) under the simulated fragment of the operative design domain
(ODD, e.g., no cameras, corridor corners, high speed and large crowd density). Finding the desired classes (safety
versus criticalities) with respect to the dynamicity of the system (e.g., speed versus crowd density) is the final
goal to pursue. The rationale of this investigation relies on the fact that static hazards may just simply suggest
the categories of simulation runs, but cannot anticipate the exact mapping of the parameters leading to safety
versus criticalities. It is rather necessary to perform several runs around the hypothesis made by SOTIF and extract
knowledge in an automatic way. The approach follows explainable and reliable machine learning3 [2] in order to
improve the coverage of the scenarios considered, thus avoiding brute force simulation. The core of the methods
is XAI as it may drive iteration with the experts in the field who, in turn, can understand AI reasoning and merge
natural and artificial intelligence [3]. As to further details on functional architecture, risk analysis and preliminary
results, the interested reader is invited to take a look at the extended version of the document available in the link
below4.

Figure 4: SOTIF and digital twin, empowered by AI.
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Let us call a Physics-aware soft sensor the numerical algorithm that performs an indirect measurement by ex-
ploiting a physico-mathematical model plus a possible data-driven extension, within an estimation algorithm. In
this sense, a physics-aware soft sensor solves a problem which is the combination of an inverse problem and a
learning problem. It can conveniently be seen also as a generalization of an inverse problem, where part of the
model is unknown and its construction is data driven. We will present two examples in mechanical vibrations
analysis and in inverse heat transfer problems.

Keywords: soft-sensors, inverse heat conduction problems, forcing term estimation, deep unfolding, sparse
recovery

1. Introduction

According to [1], Embedded Digital Twins, that is the virtual representation of physical systems that runs in
an embedded system, are deployed on the edge within the embedded software stack to realize e.g. virtual sensors
to enrich available information about physical variables and parameters that cannot be provided by direct physical
measurements. These lacking measurements are estimated, at least roughly, by an algorithm that processes the
available data, usually called a soft sensor. In the literature about soft-sensors, a strong emphasis is frequently put
on black-box, data driven algorithmic techniques.

Let us call a Physics-aware soft sensor the numerical algorithm that performs an indirect measurement by
exploiting a physico-mathematical model plus a possible data-driven extension, within an estimation algorithm.
In this sense, a physics-aware soft sensor solves a problem which is the combination of an inverse problem and
a learning problem. It can conveniently be seen also as a generalization of an inverse problem, where part of the
model is unknown and its construction is data driven. We will present physics-aware soft-sensors of increasing
complexity, pointing out that their complexity depends on:

• model complexity,
• interactions with the environment,
• centrality of physically measured variables in the virtual measurement process.

We start by briefly describing a couple of applications in electronic household appliances, involving a large number
of items produced and tight computing resources. In the first one, i.e. indirect measurement of a mechanical load,
the soft-sensor is physics-aware, while in the second one, indirect measurement of the load humidity during a dry-
ing process, the soft-sensor is data-driven (a neural network). We will briefly present also the technological aspects
involved in computing and in model tuning of each single item at the production line. Then, we recall the recent,
enormous improvement in computing performances given by low-cost electronics and consequent algorithmic pos-
sibilities available today for embedded digital twins, even exploiting models with distributed parameters, governed
by PDEs. We will present two examples in mechanical vibrations analysis and in inverse heat transfer problems.
We conclude by discussing some relevant issues in industry, when dealing with physics-aware soft-sensors, mainly:
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• amount of experimental data needed to develop the application,
• effort needed at a posterior extension of the soft-sensor to product variants,

and show a clear practical advantage of physics-aware soft sensors compared with pure data-driven ones, when a
physico-mathematical model can be set up, at least for some relevant parts of the real system.

2. Physical parameters estimation of a mechanical system from audio
source-separation

The empirical estimation of physical parameters in a mechanical system is commonly performed in the Fourier
domain, by computing the Frequency Response Function (FRF) or a Short-Time Fourier Transform (STFT). This is
made usually from vibration measurements, given by accelerometer sensors, strongly fixed to the vibrating medium.

Using a microphone instead of the usual accelerometer, imposes to separate the acoustic source created by
the process to be monitored, from the acoustics generated by the environment. In this setting, the source tracking
property of Deep NMF [2] becomes crucial. Indeed, the deep unfolding paradigm, and precisely the Deep NMF,
can be conveniently used for physical parameters estimation of a mechanical system, in terms of:

• performance with respect to the corresponding linear method (i.e. the NMF or Nonnegative Matrix Factor-
ization);

• flexibility to create new model configurations, thanks to the physical explainability of the basis functions
used in the learning process.

We will show results from an ad-hoc synthetic database and a real example involving experiments from a
machine tool operation.

3. Internal voids/material-changes estimation from thermographic
inspection

In the second example we will describe the results of an ongoing project about the embedded digital twin of
a bread-making production line, focusing in particular on a soft-sensor that uses a Kalman Filter to estimate a
distributed heat source on a thermal inverse problem [3].

Here, the formation of internal voids due to yeast activity is estimated by indirectly measuring an equivalent
distributed heat source, whose shape can be analytically computed [3]. Hence, the reference model for the Kalman
Filter is the coupling of a Finite Element model for the heat transfer within the known material (bread) and a data
driven model for the unknown, distributed heat source, based on the analytical study [3].

We show how this device of interpreting a hidden material change as a fictitious heat source [4] gives better
results than a general, data-driven optimization acting on the bare temperatures prediction error, and we show that,
having a theoretical insight on some features of the shape of these fictitious heat sources [4], it is possible to tune the
reference model of a Kalman Filter that allows to get reasonable estimates at a considerably reduced computational
cost, that make it applicable to embedded digital twins.
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We present a new time-indexed Integer Linear Programming model for the definition of optimal evacuation paths
from an indoor area (museum, exhibition centre, etc.), in case of an emergency. The corresponding optimization
algorithm has been integrated in a software tool that is powered with the data of the distribution of the visitors
inside the considered site, provided by sensors or simulation tools. The output of the algorithm consists of a set
of evacuation paths that will allow the visitors to reach the emergency exits in the shortest amount of time. In an
on-line setting, such a tool provides the security department of the museum with safe evacuation plans that can
be implemented in case of an emergency. Moreover, in a more strategic setting, it can be used as a simulation
tool that can support the management to design the distribution of the exhibited works and to evaluate the maxi-
mum capacity of the rooms as well as the number and distribution of the emergency exits.

Keywords: evacuation paths, integer linear programming, time-indexed formulations

1. Introduction

The design, test, control and maintenance of safe and efficient evacuation plans for indoor spaces, both private
or public, that are open to visitors, is a crucial issue for a municipal administration. Indeed, the problem regarding
the definition of optimal evacuation paths has been widely studied in the literature, starting from the seminal work
[1]. There, the author uses Integer Linear Programming (ILP) in order to model the problem as a maximum
dynamic flow problem, where the capacity of each directed arc of the network depends on the amount of flow
that uses the adjacent arcs (see [2] for a survey on the ILP-based approaches). More recently, in [3], an efficient
algorithm has been proposed in order to calculate the evacuation paths from a building. The procedure minimizes
the total evacuation time and assigns an optimal number of visitors to each of the defined paths. Unfortunately,
the computational time rapidly grows with the dimension of the instance and the method cannot be used to get
real-time solutions in real case scenarios. Other efficient approaches based on over-time flows or transshipment
models can be found in [4, 5, 6]. Then, models and algorithms obtained by mixing optimization and simulation
techniques have been defined in [7].

Here, we consider the problem of defining optimal paths for the evacuation of the visitors from a indoor area
in case of an emergency (earthquake, fire, terroristic attack). In particular, we introduce a new time-index ILP
formulation for the problem. The arcs of the directed graph that models the planimetry of the considered site are
characterized by two given parameters assumed to be constant during the whole optimization process: the travel
time and the max flow capacity in the time unit. This choice represented a good compromise among the accuracy
of the results obtained and the computational time requested, that allows the whole procedure to be applicable in
real case contexts.

2. The ILP model

2.1 Modeling the museum

Let R be the set of rooms/corridors (in the following, simply rooms) of the museum taken under consideration.
Moreover, let R ⊆ R the set of rooms that are not available during the evacuation process. This can happen
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because of the emergency itself, or for different reasons (work in progress, maintenance, shortage of supervisory
staff, etc.). For each room r ∈ R we are given a capacity wr, that is the maximum number of visitors that can
simultaneously occupy the room at each instant of time. The planimetry of the museum is modelled by a directed
graph G = (N,A). The node set N is partitioned in the three subsets NC , ND and NE . In particular: NC are the
centroid nodes, where the visitors are located at the beginning of the evacuation; ND contains a couple of passage
nodes for each door / gate among two rooms of the museum; NE contains an exit node for each escape room of the
museum. For each node u ∈ N , let u(r) ∈ R be the room where the node belongs to and let N(r) be set of nodes
of each room r ∈ R. Clearly, ∪r∈R U(r) = N . Then, for each arc a = (u, v) ∈ A, we are given: a travel time pa
and a capacity fa, that is the maximum number of visitors that can traverse the arcs in a unit of time. Usually, the
arcs of the graph G can be matched into symmetric couples (that is, for each (u, v) ∈ A, we also have (v, u) ∈ A.
This rule admits two exceptions: i) one can enter in but not exit from an emergency exit; ii) one can exit from but
not enter in an available rooms.

2.2 The ILP formulation

As we already mentioned, we introduce here a time-indexed ILP formulation for a new flow over time model of
the problem. At the beginning of the evacuation process, we assume we are given the number vu of visitors located
in each centroid u ∈ NC . Such a number can be provided by sensors located in the rooms, simulation models,
estimations derived from historical data. Then, let T be the time horizon for the evacuation process. The variables
of our formulation are the following

xut = number of visitors in node u at time t, u ∈ N , t ∈ T ; yat = number of visitors that start traversing arc a
at time t, a ∈ A, t ∈ T ;

quv =

{
1 if arc (u, v) is used by some visitor at during the evacuation process
0 otherwise

(u, v) ∈ A.

Moreover, in order to model the objective function, that is the minimization of the total evacuation time, we use
the following binary variables

zt =

{
1 if all visitors reached the emergency exits at time t
0 otherwise

t ∈ T.

Then, we define a set of linear inequalities to model the following set of constraints:

C1 classical flow conservation constraints that regulate the visitors located at each node of the graph at each
instant of time;

C2 at each instant of time, the room capacities cannot be exceeded;
C3 at each instant of time t, the number of visitors that start traversing each arc (u, v) ∈ A cannot exceed the

flow capacity of the arc nor the number of visitors that are located in node u at time t;
C4 at time t=1, the number of visitors in each node u is pu;
C5 if any arc (u, v) is used in the evacuation, then arc (v, u) is not.

3. The EVC-Suite

We used the ILP formulation defined in the previous section to solve the optimization problem of finding
the evacuation paths that allows the visitors to reach the emergency exits of the museum in the smallest possible
amount of time. In particular, we implemented a Python code that writes the ILP formulation which is then solved
by the python callable libraries of the open source ILP optimization package COIN-OR. The whole optimization
procedure is then embedded in a software package, called EVC-Suite and implemented by JustAnother s.r.l. EVC-
Suite implements friendly routines that allows the user to easily: i) construct the model of the museum; ii) set the
distribution of the visitors in the museum at the moment of the emergency; iii) solve the current optimal evacuation
paths problem; iv) display the solution in a easily interpretable way. In Figure 3 a detail of the web app is depicted.
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Figure 1: Screenshot of the ECV-Suite web app with details of the graph modeling the museum planimetry.

The overall approach has been tested on several instances that have been derived from the exhibition sites of the
Museo Delle Civiltà in Rome (see here, the on-site experimentation conducted by CNR and NexSoft s.r.l. within
the Smartour project [8]) and the S. Rocco Hub in Matera. All the computation experiments carried out gave
evidence of the validity of the proposed approach, both in terms of quality of the solutions provided as well as of
the computational times required.
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Porous silica, with its unique structural and surface properties, has gained significant attention in the drug de-
livery field as a carrier material or a matrix for controlled and targeted drug release. Porous silica-based drug
delivery systems offer high drug loading capacity, and protection of drugs. Silica-based excipients are commonly
utilized to improve product performance due to the ease of modifying the silica surface through chemical reac-
tions. The surface area and zeta potential of silica are critical factors in assessing the effectiveness of excipients.
However, these critical quality attributes (CQAs) have to be measured using time-consuming offline methods.
In this work, we have developed a quick method for estimating surface area and zeta potential of porous silica
particles. We propose for the first time the use of dye adsorption and quick conductivity measurements com-
bined with machine learning (ML) based soft sensor for estimating surface area and zeta potential. In order to
adequately train the ML-based soft sensor, we have developed a phenomenological model and results obtained
from it to complement available experimental data. The models, approach, and developed soft sensor presented
will be useful in in-line CQAs estimation and will facilitate the development of decentralised ‘Factory-in-a-Box’
manufacturing of porous silica particles.

Keywords: ML-based soft sensor, silica, excipient, surface area, zeta potential

1. Introduction

Porous silica can be used to encapsulate drugs within its porous structure. The high surface area and large pore
volume of silica allow for the efficient loading of drug molecules. The drug can be loaded into the pores through
physical adsorption or by chemical conjugation [1]. Porous silica offers the advantage of controlled drug release.
The porous structure allows for the diffusion of drugs out of the silica matrix in a sustained and controlled manner.
By adjusting the pore size, pore volume, and surface properties of the silica, the release rate of the drug can be
tailored to meet specific therapeutic needs [2, 3]. The surface area of silica particles in drug delivery systems
significantly influences drug loading capacity, surface functionalization, drug release kinetics, interactions with
biological systems, and stability. Understanding and optimizing the surface area is crucial for designing effective
drug delivery platforms that can enhance therapeutic outcomes [1, 4]. A lower surface area may result in a slower
release rate, which can be beneficial for sustained or controlled drug delivery. A larger surface area enhances the
particle’s ability to interact with target cells, improving bioavailability of drugs and internalization. The surface
area of nanocarriers can be tuned based on synthesis methods for different drugs and targeting molecules [5]. The
zeta potential of silica surface is another important surface property with a crucial role in drug delivery systems,
especially those that utilize nanoparticles. Zeta potential refers to the electric potential difference between the
surface of a particle and the surrounding fluid medium. It is a measure of the net electrical charge on the particle’s
surface. This potential arises from the adsorption of ions or charged molecules onto the particle surface, as well
as the ionization of functional groups present on the particle’s surface [6, 7]. surface area can indirectly influence
zeta potential through factors like surface charge density or surface modification. For example, increasing the
surface area of silica particles allows for more functional groups or surface modifications, which can alter the
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charge distribution on the surface and influence the resulting zeta potential [8, 9]. BET (Brunauer-Emmett-Teller)
analysis, which is commonly used for determining specific surface area through gas adsorption, can be time-
consuming due to the multiple steps involved in the measurement process [10]. Therefore, the use of soft sensor
can be an excellent solution to solve this issue in the advanced manufacturing system. They are virtual sensors
that estimate process variables or properties using mathematical models and available process data, eliminating
the need for direct measurements. They can be employed to estimate CQAs such as surface area or other relevant
parameters in real-time during manufacturing processes, providing timely information for process control and
optimization [11, 12]. Overall, soft sensors based on machine learning (ML) tools play a crucial role in enabling
real-time monitoring, control, adaptability, and estimations of CQAs to enhance operational efficiency within both
digital twin and factory-in-a-box concepts. In this work, a methodology for developing a ML-based soft sensor for
estimation of surface area and zeta potential is discussed with the aim of being used in advanced manufacturing.

2. Methodology

A stock solution of excipient was prepared using deionized water (DI) and a magnetic stirrer. The initial con-
ductivity of the solution was measured. Various silica suspensions were prepared and sonicated. Through the
addition of silica slurry to the excipient solution by syringe pump, the excipient within the solution underwent ad-
sorption onto the porous silica particles, with the extent of adsorption being dependent on factors such as the surface
area, zeta potential, and interactions between silica and excipient. The reduction in excipient concentration within
the solution can be determined by measuring the conductivity of the solution. The achieved conductivity profiles
were applied to develop the adsorption model and optimization of model parameters. By modeling excipient

Figure 1: Concept of excipient adsorption experiment.

adsorption, a relationship between the concentration of dye and the surface area of silica can be established. This
correlation enables us to predict various silica surface areas by considering the concentration of excipient. Since
this relationship is grounded in physical principles, the data generated can be used to develop a soft sensor model,
to provide highly accurate predictions. The initial differential equation governing the solute flux from the bulk to
the liquid phase on the surface of the particle is directly proportional to the concentration difference between the
bulk and the solute at the particle’s surface in the liquid phase:

d(V CD)

dt
d = −V kSLā(CD − CDs). (1)

Whereas V , kSL, CD, CDs and ā are volume of solution, mass transfer coefficient, the concentration of dye
in liquid, equilibrium concentration of excipient in liquid and surface of silica particles per volume of solution,
respectively. The final adsorption model was achieved based on Eq. 1 and Langmuir isotherm model. The model-
based profiles were applied for soft sensor training and development to estimate surface area. The predicted surface
areas were adjacent to the real surface area and were used to estimate zeta potential with a proposed phenomenal
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model (a model based on surface charge density, surface area and zeta potential) between these two attributes. The
soft sensor will be used for online estimation in bioinspired silica production process to control the CQAs.

Figure 2: Comparison between adsorption experiment and model

3. Results

Outcome of this work will be practically useful for manufacturing process development and specially for char-
acterizing any porous silica particles and developing a table top manufacturing of tailored silica for personalized
medicine.
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New generation fuels, specifically those produced by renewable feedstocks and energy, are recognized as an un-
avoidable pillar to sustain the future economy, having important roles in long-term energy storage, clean energy
production, heavy transport, energy-intensive industrial processes and even other applications. With the decline
of fossil sources, traditional approaches for the study of the behaviour of new fuels are revealing inadequate for
several reasons, among them the increased complexity of some new fuel molecules or because of the need to
adopt new combustion regimes. Contemporary, both computational physics and mathematical methods, on one
hand, and computational power and data management capabilities, are increasingly making it possible to develop
new approaches for effective investigation of the properties of the new fuels and the design of the systems aim-
ing at their adoption for energy conversion, both steps required for the development of digital twins of the new
combustion systems. This presentation aims to give a brief overview of the challenges to face for an accurate
representation of the new generation fuels and the correct reproduction by modelling their physical behaviour
when employed in processes for energy conversion, together with an illustration of some new methodologies
that are being developed at the CNR.

Keywords: new generation fuels, detailed chemical mechanisms, bifurcation maps, community analysis, mech-
anisms reduction

1. Introduction

The search for substitutes for fossil fuels is at the core of the energy transition dictated by the consequences of
an increasing scarcity (for objective as well as political and economic factors) of these sources and the effect on
the climate of their burning. Several programs are currently in development to find proper substitutes, and several
options are on the table: use clean energy and abundant materials to produce small fuels molecules like hydrogen
and ammonia, reprocess the sequestrated CO2 to produce fuels with medium size molecules like synthetic methane,
or use/re-use renewable complex materials like bio-masses to produce complex fuel molecules, like drop-in sub-
stitutes of gasoline or jet fuels. In all these cases, technological challenges are open. For smaller molecules, new
combustion processes must be envisaged for the clean combustion of the small molecules, whose characteristics
are still far to be fully understood. In the case of complex molecules, the strict range of the properties required for
the substitute fuels to be adopted in engines like jet turbofan is not easy to achieve and to stably maintain due to
the continuous variation of the feedstock material. Not less important is the pursuit of a continuous improvement
of the efficiency and emissions capabilities of the engines.

All these aspects claim for new and effective approaches to gain knowledge on the behaviour of the new
combustion systems, and to design new combustors. With respect to the past, when refineries were optimized for
the oil coming from a single well or a mix of well-established sources for decades, nowadays much more flexibility
is required on both sources and engines that must accommodate varying properties of the final fuel product.

This challenge is further complicated by the need to adopt very detailed combustion mechanisms (up to thou-
sands of species and tens of thousands of reactions) to catch the different behaviours of the new fuels and their
mixing in the different operating conditions and mixture compositions. Figure 1 illustrates the evolution in the
past years of the detailed chemical mechanisms developed for the description of combustion processes. Figure 1,
left, indicates the number of species and reactions involved in the increasingly complex mechanisms, now easily
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extending to close to 10,000 species and 30,000 reactions. Figure 1, right, estimate the computational effort in com-
puting the number of exponential function evaluations to compute the contributions in the balance equations for a
multicomponent mixture coming from the detailed mechanism in a single state. It clearly results that even with the
most powerful high-performance computing facilities, the tout-court adoption of detailed chemical mechanisms is
prohibitive.

Figure 1: On the left, number of species and reactions of the detailed combustion reaction mechanisms. On the
right, the corresponding computational complexity measured in terms of the computation of exponential functions
for a single state determination. Source: ref. [1].

2. New directions of development

Several approaches are being developed to deal with these challenges. Most of them are devoted to reducing
the computational effort by both reducing the dimension of the problem [2] or by making more efficient the com-
putational efficiency [3]. Here the focus will be given to some original contributions developed at CNR-STEMS in
cooperation with other scientific partners.

At the base for a correct reproduction of the physical phenomena by a virtual representation is a correct knowl-
edge of its behaviour at least in the conditions aimed to be reproduced. In the case of combustion processes, the
strong non-linearity of the chemical and physical interactions makes risky the attempt to derive unknown conditions
as interpolation of known ones. This is essentially the procedure adopted even with the most advanced machine
learning methods, also when based on experimental observations. This kind of procedure can be safely adopted
only if prior knowledge of the regions in the parameters space where the system behaves sufficiently smooth has
been gained, thus limiting the application of the virtual representation to the safe regions [4].

To gain this kind of knowledge, the bifurcation analysis offers the theoretical bases and the computational
tools to systematically investigate the regions of the parameter spaces where “catastrophic” changes in the sys-
tem behaviour occur, thus indicating the regions where “digital twins” can safely operate. In the case of systems
represented by detailed chemical mechanisms, the use of tools like parametric continuation is not straightforward
and is computationally extremely demanding. Special procedures have been developed to make affordable this
type of analysis even for the most complex chemical mechanisms [5]. Even if they have been adopted up to now
only for simple archetypal reactors, like the perfectly stirred reactor, thanks to the parallelism existent between this
type of reactor and the computational cell of a finite volume CFD representation of a complex reactor, important
information can be gained. In terms of knowledge gain, recognizing among such a large number of species and
reactions, those mainly contributing to the observed behaviour of the system, is also important. Being manual
inspection prohibitive, automatic methods must be envisaged. This aspect is being pursued by developing algo-
rithms based on the representation of the detailed chemical mechanism as a bipartite network and thus employing
concepts and methods of networks analysis, like community partitions and coarse-grained states. This approach
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appears, in conjunction with the bifurcation analysis, very promising to recognize how the evolution of a chemical
mechanism changes while varying the actual conditions, allowing the identification of the regions where potentially
very reduced mechanisms can be developed and safely applied to make affordable the computation of a digital twin
[6].

The knowledge of the most critical regions in the parameter spaces also allows the development of robust and
accurate reduced chemical mechanisms. This objective has been pursued by developing a systematic procedure
for the reduction of detailed chemical mechanisms based on the weighting of the contribution of the species and
reactions with respect to thermodynamic functions [7]. Specifically, the adoption of the entropy production rate
as the weighting function has already permitted the development of efficient skeletal mechanisms for synthetic
aviation fuels. The computational efficiency of this approach has been adopted also for developing the on-the-
fly reduction of detailed mechanisms in CFD codes [8]. More recently, for the development of ultra-reduced
mechanisms, named virtual chemistry [9], the possibility of reproducing with just a very few reactions the complex
behaviour observed close to the ignition and extinction points of a reactive mixture, identified with the methods of
bifurcation analysis, is being investigated.

3. Conclusions

Some of the challenges to face in some aspects of the development of Digital Twins for the design and control of
energy systems involving combustion processes have been outlined. The presentation will deepen the here shortly
illustrated arguments, furnishing practical examples of application of the proposed methods.
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